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Preface

It has long been recognized that the role of the ocean in the earth’s climate system is conclusively important in such
issues as the global warming, the long-term variability in the air-sea coupled system like ENSO, associated meteorological
extreme phenomena, and so forth. In these situations, modeling of the ocean has become an indispensable method of
studying the climate variability and predicting its future state as well as studying the mechanisms of the oceanic variability
itself.

The Meteorological Research Institute (MRI) developed its original, general-purpose numerical ocean model, the Me-
teorological Research Institute Community Ocean Model (MRI.COM), in the early 2000s for both the research work
in MRI and operational work in the Japan Meteorological Agency (JMA) by combining two ocean models developed
for their research work. The ocean modeling activities are maintained under MRI research programs "Development of
a high-resolution (eddy-resolving) ocean general circulation model and study on formation, maintenance, and variation
mechanisms of water masses based on the model" (fiscal years 2003 through 2007), "Development of an ocean envi-
ronmental model and assimilation system and study on variation mechanisms of the ocean environment — feasibility
study —" (fiscal year 2008), "Development of ocean environmental forecasting methods" (fiscal years 2009 through 2013),
"Research on advanced ocean models" (fiscal year 2014 through 2018), and "Development of ocean prediction technology
for multi-scale" (a sub-task of "Research on earth system and ocean modeling", fiscal year 2019 through 2023). The
MRI.COM was revised as its fifth version. The present publication is the new MRI.COM manual corresponding to the
MRI.COM (version 5). The manual has been revised from the previous version published in 2017.

The ocean modeling study in MRI began in the late 1970s for investigating the variability of the Kuroshio south of
Japan. First, an ocean model with the primitive-equation system developed by former Prof. K. Takano in UCLA, USA, was
introduced. Another ocean model was then introduced slightly later in 1981. It was similar to the former but developed
by an ocean research group in the University of Tokyo. Since that time, the two ocean models with different codes have
been improved in parallel in MRI for various purposes. The former model from UCLA has been vigorously optimized to
exhibit a high computational efficiency in vector machines, and has been used in experiments with long-term integrations.
The latter model from the University of Tokyo incorporated many options from the early stage, such as a surface mixed
layer model, an isopycnal diffusion scheme, and a simple sea ice process, for various research and operational purposes.

In the early 1990s, the first coupled ocean-atmosphere model experiment was conducted through cooperation between
the Oceanographic Research Department and the Climate Research Department (at the time), MRI, to simulate EI Nino
phenomenon. Since then, construction of a climate model synthesizing atmosphere, ocean, sea ice, and land surface has
been strongly desired both for research and operational work associated with climate warming projection and seasonal
forecasts, including the ENSO cycle prediction. To this end, development of a new, general-purpose ocean model,
MRI.COM, which could provide the oceanic part of the synthetic climate model, has been initiated based on the two ocean
models used so far to achieve efficiency in model improvement and management and to integrate their merits. In designing
the new model, the main frame of the former model and the various physical options of the latter model were transferred
to the new model, and many newly developed physical processes and schemes were added. MRI.COM was born in this
way, and a manual describing the first version was published in 2005.

Since then, the model has been continuously updated through further improvements in physical processes and addition
of new processes. One of the most pronounced improvements in MRI.COM (version 5) is the introduction of a new
high-precision time integration scheme, which improves computational stability and calculation speed. In addition,
improvements on the coupling process with the atmospheric model and the sea ice model, such as introduction of a bulk
formula consistent with the atmospheric model and refinement of some sea ice processes, have been made. This makes it
possible for an ocean model to seamlessly handle centennial climate change and short-term fluctuations related to coastal
disaster prevention. Recent achievements have been fruited in this manual.

MRI.COM has been developed along with its own usage as a part of the climate model and the ocean data assimilation



system in MRI, as well as a stand-alone ocean model. MRI.COM has already been in operation at JMA for over 10
years, contributing to providing reliable information such as seasonal prediction and ocean prediction. It also makes an
important contribution to the prediction of global warming as the ocean part of the Earth system model, and is now one
of the fundamental models of JMA. Based on our experiences, we believe MRI.COM is one of the best ocean models in
the world.

In closing, we would like to express our deep gratitude to the great efforts and cooperation of those involved in the
development of ocean models over the years. We hope MRI.COM and the present manual will contribute to research work
in the fields of climatology, oceanography, and environmental sciences in domestic and foreign institutions as well as to
the research and operational work in MRI and JMA.

Goro Yamanaka
Director
Department of Atmosphere, Ocean, and Earth System Modeling Research
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Abstract

About this manual and MRI.COM

This technical report is a manual of the Meteorological Research Institute Community Ocean Model (MRI.COM).
MRI.COM is an ocean general circulation model developed and maintained at the Meteorological Research Institute
(MRI) of the Japan Meteorological Agency (JMA). It has been used for studying large scale oceanic phenomena and as
the oceanic part of the coupled climate models developed at MRI. Recently, it is expanding its coverage to coastal small
scale phenomena.

Development of MRI.COM began around 2000. MRI.COM version 1 was created by integrating the two ocean models
that had been used by MRI until then. Version 2 (early 2000s) was intended for use in the operational forecasting system
in JMA. A Japanese mannual for this version was published in 2005 (Ishikawa et al., 2005), and eventually became the
prototype of this manual. Version 3 was intended for use as an oceanic component of the Earth System Model of MRI
(MRI-ESM1; Yukimoto et al., 2011). MRI used MRI-ESM1 to participate in the international project "Coupled Model
Intercomparison Project Phase 5 (CMIPS5)", so a detailed description of its oceanic component was prepared in English
(Tsujino et al., 2010). Version 4 (2015) was intended for use as the oceanic part of the next operational forecasting systems
of JMA as well as a new Earth System Model of MRI (MRI-ESM2) prepared for the Coupled Model Intercomparison
Project Phase 6 (CMIP6). This version also renewed the vertical coordinate system (adopting the so-called z* coordinate
system (Adcroft and Campin, 2004)). For a detailed history of model development, see "Abstract" in the MRI.COMv4
manual (Tsujino et al., 2017).

This report is a manual for MRI.COM version 5, which was released in 2021. This version contains various improvements
made for the "Japanese Coastal Ocean Monitoring and Forecasting System", that has been in operation at JMA since 2020.
The main improvements are as follows.

* Renewal of time integration scheme from Leapfrog Matsuno method to Leapfrog Adams Moulton method. As a
result, model stability and time accuracy have been improved, and calculation costs have been reduced.

* Various devices for speeding up, such as introduction of OpenMP, use of MPI-IO, reduction of communication in
nesting experiments, etc.

* Addition of options to improve model stability

* Improvement of coupling with atmospheric model and sea ice model, such as introduction of bulk formula consistent
with the JMA’s operational atmosphere general circulation model, refinement of sea ice processes, etc.

* Enhancement of analysis function for modeling research, such as isopycnal analysis, particle tracking, netCDF
output, etc.

* Many other improvements, such as introduction of physical schemes, parameter adjustment to improve accuracy,
and so on.

Note that the purpose of this manual is to present a detailed description of a particular model system. The mathematical
expressions of processes, the parameterization methods, and the numerical algorithms presented here follow those adopted
in the latest code. They are largely state-of-the-art, but this does not necessarily mean that they are the complete reflections
of physical, mathematical, and numerical integrity. Every method is subject to possible sophistication. We welcome
critical comments and suggestions from any reader or user, which are necessary for further improvement.

For a more general or detailed description of OGCMs, please refer to textbooks by Griffies (2004) and Kantha and
Clayson (2000). The former thoroughly describes the fundamentals of OGCMs, and the latter concisely summarizes the
modeling of various oceanic processes such as tide and sea ice.

Development management

MRI.COM has been developed over almost 20 years, and, as a result, the program code has become larger and more



complicated. Since it is now used for many projects, various departments and people of MRI and JMA are involved.
To develop the model efficiently and maintain stability through widespread usage, we adopted tools and methods used
in modern software development and redesigned our development management system. For example, a version control
system of the code, Git, has been introduced, which enables multiple developers to work on multiple tasks in parallel. A
project management system, Redmine, is also used for all development members to share the development situation. Based
on these tools, we can share information and perform mutual checks daily as a development team. This greatly contributes
to improvement of code quality. See Sakamoto et al. (2018) for more information on our development management.

Organization

Chapter 1 introduces OGCMs and MRI.COM. It also presents the classification of OGCMs and the status of MRI.COM
with respect to the state-of-the-art OGCMs.

Part I describes the model configuration. Governing equations are derived in Chapter 2, and the spatial grid arrangement
and grid area and volume calculation methods are explained in Chapter 3. The method of time integration is explained in
Chapter 4.

Part IT describes the solution procedures of diagnostic equations. Chapter 5 presents definition of the equation of state
of sea water. Chapter 6 presents definition of the continuity equations for unit grid cells.

Part IIT describes the solution procedures of momentum equation. The method of solving the barotropic and the
baroclinic part of the momentum equation are presented in Chapters 7 and 8, respectively.

Part IV describes the method of solving the advection-diffusion equation for tracers. After summarizing the equation
in Chapter 9, Chapter 10 presents tracer advection schemes. Subgrid-scale parameterizations for horizontal and vertical
mixing are explained in Chapters 11 and 12, respectively. Chapter 13 explains usage of the tracer package.

Part V describes boundary processes. Surface fluxes are presented in Chapter 14. Turbulence closure models that
expresses small-scale processes in the sea surface mixed layer are presented in Chapter 15. Bottom boundary layer
parameterization is explained in Chapter 16.

Part VI outlines coupling with other models. Combination with the sea ice model is described in Chapter 17, and
combination with the tidal model in Chapter 18. Biogeochemical models are presented in Chapter 19, and some passive
tracer models such as chlorofluorocarbons are described in Chapter 20. The program code for these models is included
in MRI.COM and is being developed along with the physical model. Chapter 21 describes how to set up MRI.COM for
the atmosphere-ocean general circulation model (AOGCM) experiment. Finally, how to construct and run a "nested-grid
model" that combines multiple MRI.COM models is presented in Chapter 22.

Part VII contains miscellaneous topics. Basics of the finite difference method are presented in Chapter 23, general
orthogonal curvilinear coordinates and related calculus are introduced in Chapter 24, and finally user’s guide to construct
and run a model is presented in Chapter 25.

Each chapter is almost independent from other chapters. Thus the readers might be able to understand the contents of
each chapter without referring to other chapters. However, reading Part I will give the readers the background to help
understand the remainder of this manual.

In this manual, we tried to derive the formula that directly corresponds to the program code. On the other hand, the
description about the code itself is kept to a minimum. See the Japanese website https://mri-ocean.github.io/
mricom/ for commentary of the code. The content of this document is basically in line with version 5.0 released in 2021,
though some content was developed after version 5.1.

The following are some comments about the notations used throughout this manual. The characters and expressions
in Courier fonts are adopted from program codes. The subscripts and indices used in discrete equations are intended to
express staggered grid arrangements. They do not necessarily correspond to the array indices in program codes.

_Vi_
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Chapter 1
OGCMs and MRI.COM

This chapter outlines the ocean general circulation models (OGCM) and the status of MRI.COM. See "Organization" in
Abstract for an introduction to this manual.

1.1 What do OGCMs cover?

OGCMs have been supposed to simulate relatively large-scale phenomena such as global-scale thermohaline circulations,
basin-scale wind-driven circulations, and mesoscale eddies (Figure 1.1). Small-scale processes that are either unresolved
or neglected might be incorporated in some forms of subgrid-scale (SGS) parameterizations. The current basin or global
scale OGCMs may cover phenomena from thermohaline circulations to mesoscale eddies, but it is still almost impossible to
conduct a simulation long enough to achieve a quasi-steady state of a thermohaline circulation with a horizontal resolution
(~ several km) that is sufficiently high to resolve mesoscale eddies, even with the present computation resources. For
these reasons, the standard practice in the ocean model community is to use a low horizontal resolution (a few hundred
kilometers) model to study global thermohaline circulations and to use a limited-domain model to study an eddying
ocean. Some research projects seek to conduct a several-hundred-year integration of a high resolution model that resolves
mesoscale eddies using enormous resources, but such a resource is not available to everyone.

In recent years, the OGCMs are used to directly simulate some of the previously unresolved small scale phenomena.
These include submesoscale currents (McWilliams, 2016) and the generation of internal gravity waves due to the interac-
tions of tides and mesoscale currents with topographic features. Because large scale features such as mesoscale eddies,
boundary currents, and oceanic fronts are prerequisite for the spontaneous emergence of these fine-scale features, an
approach of embedding (nesting) subdomains with refined grids in a basin scale model is often taken. Use of a common
OGCM code is preferable in these approaches.

1.2 Classification of OGCMs

Most OGCMs used by ocean research scientists and by operational centers for forecasting climate and oceanic states
numerically solve almost the same set of equations for the Boussinesq and hydrostatic ocean. The fundamental equations
consist of the momentum equation for continuous fluid, the advection-diffusion equation for temperature and salinity, the
equation of state of sea water, and the mass conservation equation, collectively called primitive equations (Chapter 2).
If necessary, equations for additional processes such as surface mixed-layer physics, sea ice, and bottom boundary layer
physics are added.

Most OGCMs applied to ocean-climate studies adopt the finite difference or finite volume method on structured mesh
to discretize the equations. Recently, the finite element method on horizontally unstructured mesh is also applied to both
coastal ocean simulation and global ocean simulation (e.g., Chen et al., 2011; Danilov, 2013). MRI.COM takes the former
approach. The spectral approach widely used by atmospheric models would have difficulty treating lands that completely
block ocean circulation in the zonal direction, and thus this approach is not usually adopted in general-purpose ocean
models.

Ocean models adopting horizontally structured mesh are classified by how they discretize the vertical direction. The
choice of the vertical coordinate leads to fundamental differences among the models. There are three classes: z-
coordinate models or z-models adopting depth as the vertical coordinate, o-coordinate or terrain following models
adopting fractional depth between the sea surface and the sea floor as the vertical coordinate, and p-coordinate or
isopycnal models adopting isentropic surfaces (iso-potential density surfaces) as the vertical coordinate. Each class has
its advantages and disadvantages and recent efforts are directed toward adopting generalized vertical coordinates, i.e.,
remedying each model’s disadvantages by using advantages of other classes. Readers are referred to the book by Griffies
(2004) for more general discussion about OGCM:s.
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Figurel.1 Various oceanic phenomena in terms of their space and time scales and coverage of the ocean general
circulation model. the figure of oceanic phenomena is adopted from von Storch and Zwiers (2001), but some
phenomena are added.

1.2.1  Z-coordinate models (z-models)

The first z-coordinate general circulation model was developed by Dr. Kirk Bryan and his colleagues at the Geophysical
Fluid Dynamics Laboratory (GFDL) in the 1960’s (e.g., Bryan, 1969). This model is sometimes referred to as the Bryan-
Cox-Semtner model or GFDL model. The z-models utilize the character of the ocean that the local pressure is expressed
as a function of depth by zero-order approximation, which makes implementing the equation of state straightforward.
Implementation of bottom topography and drawing of results are also straightforward. The models of this class are
most widely used in the community because of their versatility. Such models were first used as components of coupled
atmosphere-ocean models.

The descendant of the GFDL model is called the Modular Ocean Model (MOM; Griffies, 2012) and is one of the most
widely used z-models. Massachusetts Institute of Technology general circulation model (MITgcm; Marshall et al., 1997)
and Nucleus for European Modelling of the Ocean (NEMO; Madec and the NEMO team, 2008) are also widely used.
Most climate centers participating in climate model intercomparison projects use the z-coordinate models; MRI.COM
also adopts z-coordinate. In Japan, the Center for Climate System Research Ocean Component Model (COCO) at the
University of Tokyo (Hasumi, 2006) and the Research Institute of Applied Mechanics Ocean Model (RIAMOM) are also
in this class.

The major disadvantages of this class of models are as follows:

 The vertical resolution in shallow seas and near the sea floor tends to be low and the processes that arise near the
coast and the sea floor tend to be poorly reproduced.

* Numerical inaccuracy in the tracer transport algorithm immediately leads to spurious diapycnal mixing of the
transported properties, while the diapycnal mixing is supposed to be very small in the ideal ocean interior.

The first disadvantage is expected to be remedied by the o-models and the second by the p-models. However, z-model’s
disadvantages are not completely overcome; these substitutes have their own difficulties.
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1.2.2 Sigma-coordinate models (o-models)

The first sigma-coordinate model was developed by Dr. George Mellor and his colleagues at Princeton University. Since
the number of vertical grid points is invariable throughout the model domain, o-models are widely used for coastal ocean
simulations.

Two major sigma-models are widely used in the community: The Princeton Ocean Model (POM; Mellor, 2004) and
the Regional Ocean Modeling System (ROMS; Shchepetkin and McWilliams, 2003; 2005).

The major disadvantages of this class of models are as follows:

* An accurate representation of the horizontal pressure gradient is difficult near steeply sloping bottom topography.
» The lateral mixing along the same vertical layer near the continental slope region might lead to mixing of the
shoreward light water and the seaward dense water.

These problems might prohibit using o-models in long-term integrations of the global ocean.

1.2.3 Isopycnal-coordinate models (p-models)

The first isopycnal-coordinate model was developed by Dr. Rainer Bleck at the University of Miami. The development of
this class of models is based on the fact that sea water moves along isopycnal surfaces in the interior. Thus, the character
of a water mass is well maintained in the ocean interior. Since many theoretical studies of physical oceanography use
an isopycnal-coordinate framework, the p-models have the great advantage of providing good correspondence between
theory and numerical models.

A major p-model widely used in the community is the Miami Isopycnic Coordinate Ocean Model (MICOM; Bleck and
Boudra, 1986) developed at the University of Miami.

The major disadvantages of this class of models are as follows:

» Implementation of surface mixed layer models into a p-model is in itself inappropriate.
* Since the density levels are prescribed, this class of models might not be appropriate for studying a drastic climate
change that could lead to great variations in density of major water masses.

The Hybrid Coordinate Ocean Model (HYCOM; Bleck et al., 2002) has been developed in an effort to remedy some of
these disadvantages.

1.3  About MRI.COM

MRI.COM is a z-coordinate model and uses the finite volume method on structured mesh to discretize the governing
equations. The horizontal grid arrangement is Arakawa’s B-grid (Arakawa, 1972). Coast lines are defined by the
periphery of the grid cell centered by the velocity point, i.e., the lines connecting the tracer points. This arrangement is
suitable for the discrete expressions for the side boundary conditions for velocity, and transport through a narrow passage
can be achieved with a single grid cell. The time finite-difference scheme has been renewed from Leapfrog + Matsuno
scheme to Leapfrog Adams-Moulton (LFAM3), a third-order predictor-corrector scheme, at MRI.COMvS5 (Chapter 4).

Though the program code should ideally use MKS units, MRI.COM basically uses cgs units for historical reasons. The
sea ice model, the mixed-layer model, some surface bulk formulae, and biogeochemical models are coded in MKS units
and converted into cgs units before their outputs are used by the main part. Details are described in each chapter.

1.4 Future of OGCMs and MRI.COM

As OGCMs acquire scientific and numerical integrity, they expand the area of their usage and begin to fulfill social as well
as scientific needs. The developer of an OGCM thus has the responsibility to ensure its scientific and numerical integrity
and to acknowledge its limitations. Feedback from users of various fields and continuous efforts to overcome limitations
will certainly improve the OGCMs.

Innovative ideas are still being published in basic frameworks of OGCMs as well as improvements in various physical
schemes. Model development centers around the world continue to improve their OGCMs by incorporating them. For
example, the vertical coordinate scheme called the Arbitrary Lagrangian-Eulerian method (ALE), which mixes multiple
vertical coordinate systems described in Section 1.2 in a model, has the potential to dramatically improve a long-standing
problem of false numerical diffusion. In the development of MRI.COM, we need to keep up with the progress in research
about OGCM.

The advance of OGCMs has kept pace with that of super-computers. The mainstream of super computing is shifting
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from vector computation to massively parallel computation with distributed memory. On the other hand, general-purpose
computing using inexpensive Graphics Processing Units (so-called GPGPU) is also becoming widespread in the field of
high-performance computing. As the computer architecture advances, our program code must be constantly improved.
With increasing computing power, ever higher resolution simulations will be achieved. The result will be more strongly
affected by how subgrid-scale processes are parameterized and thus subgrid-scale schemes should be selected carefully.

To continue to stand as a multi-purpose model, an OGCM should be easily coupled with other component models and
data assimilation schemes. Other component models include wave, river, iceberg, and ice-shelf models. In the interaction
with these models, physical quantities should be exchanged by following conservative lows. Having an interface to
universal couplers and an adjoint code should be mandatory for such a multi-purpose OGCM.

These are the main subjects for developing MRI.COM in the coming years.
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Chapter 2

Governing Equations

In this chapter, the governing equations for the general ocean circulation are formulated. These equations are usually called
primitive equations. A discrete form of these equations is also presented to explain the fundamental solution methods.
The detailed numerical methods are presented in later chapters.

2.1 Formulation

2.1.1 Coordinate System

The fundamental purpose of developing this ocean circulation model (MRI.COM) is to use it for realistic simulations
of oceanic circulations in various circumstances. To achieve this, we must carefully choose a coordinate system before
formulating the governing equations.

In the lateral direction, the governing equations need to be formulated on a sphere. Originally, spherical coordinates
were adopted, and the equations were discretized on a geographical (latitude-longitude-depth) grid. A problem arises
for a global model because the North Pole is a singular point in the geographic coordinate system. Since the zonal grid
widths within five latitudinal degrees from the Pole become less than a tenth of those in middle to low latitudes, a short
time step is required owing to the limitation of the Courant-Friedrichs-Lewy (CFL) condition.” This becomes a burden
on performing long-term integration.

One simple means to remove this North Pole singularity is to shift both poles to land. In this case, one may use the
spherical coordinate program codes without major modification by only adjusting the Coriolis parameter. Unfortunately,
there are not many pairs of points on land that are symmetric about the Earth’s center.” Even if the most ideal pair with
poles on Greenland and Antarctica (near the Ross Sea) was chosen, it is only 5 degrees from the coastline to the newly
shifted pole. One might also be concerned that the Equator is not represented as a line on the shifted grid arrangement.*

To resolve these issues, the model equations are represented on generalized orthogonal coordinates instead of spherical
coordinates. Users can select the coordinate system according to their purposes. For example, the resolution of a target
region can be intentionally enhanced by placing a pole of the distorted grid near the target region. Of course, a regional
model without the North Pole may be arranged on geographic coordinates since spherical coordinates are one form of
generalized orthogonal coordinates. Now our model equations are formulated on generalized orthogonal coordinates.
Chapter 24 summarizes the concepts and calculus related to generalized orthogonal coordinates.

In the vertical direction, the depth coordinate was adopted from the first stage of the development. No attempt has
been made to apply other options such as terrain following or density coordinates. In the earliest stage, the sea surface
was assumed to have a rigid-lid on it. Then, the sea surface was allowed to move freely. When the free surface was first
introduced, the movement of sea surface was absorbed in the first layer of the model. The problem with this treatment is that
it is not possible to take the first layer thickness thinner than about 4 meters whereas a finer vertical resolution is required
near the sea surface. This is because the contrast of mean sea level in the global ocean may reach 3 meters. To resolve this
problem, the upper several layers were allowed to undulate following the sea surface evolution as in the sigma-coordinate
model (Hasumi, 2006). A problem with this approach is that there is a transition in the vertical coordinate, which would
make analytical treatment awkward in some situations. For MRI.COM version 4, we have adopted a vertically rescaled
height coordinate system, where a sea level undulation is reflected throughout the water column (Adcroft and Campin,
2004). This vertical coordinate is named z* coordinate.

In this section, we first formulate the governing equations on Cartesian coordinates for brevity. Then a coordinate
transformation in the lateral direction is applied to the governing equations. Approximations and boundary conditions

* The time step, Az, needs to satisfy vAz/Ax < 1, where v is velocity and Ax is the grid width.
 Greenland and Antarctica, China and Argentina, Kalimantan and Columbia.
* If the grid size is fine enough, the Kelvin wave in the shifted-pole model will propagate along the Equator as the theory suggests.
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2.1 Formulation

are discussed using equations on generalized orthogonal coordinates. Equations are further transformed to introduce
generalized vertical coordinates. Readers are referred to Griffies and Adcroft (2008) for the thorough discussion on the
formulation of primitive equations for ocean circulation models.

2.1.2 Primitive equations in Cartesian coordinates

a. General governing equations

Evolution of state variables of ocean circulation (v, p, 6, S, p), where v = (u, v, w) is the velocity vector, p is density, 6 is
potential temperature, S is salinity, and p is pressure, is obtained by solving the following simultaneous equations written
in Cartesian coordinates.

Momentum equation in a vector form is

ov

Pt

where Q is the rotation vector of the Earth, ® is the geopotential, 7 is the frictional stress tensor.
Mass conservation equation is

+p(v-V)v+2Q X (pv) = —-pV®-Vp+V -1, (2.1)

0
a—"; +V-(pv)=0. (2.2)
Equations for potential temperature and salinity are
00 o P
pE+pV'V9=—V~(pF ) +p0 (2.3)
and
p5+pV-VS=—V-(pF ) +p0°, (2.4)

where F?5 are tracer fluxes due to subgrid-scale transport and mixing parameterizations and Q% are sources of tracers
due to nudging, convective adjustment (Section 12.2), shortwave absorption (Section 14.3), etc. Here, tracer concentration
is expressed as concentration per unit mass of sea water.

Equation of state of sea water determines in situ density of sea water. Density is given as a function of potential
temperature, salinity, and pressure:

p=p(6,S,p). (2.5)

The equation of state is usually given as a polynomial fit to the available measurements. A detailed description of this will
be presented in Chapter 5.
The above set is the most general set of equations governing the evolution of oceanic state.

b. Boussinesq approximation

Because the density of sea water varies only by 5% throughout the water column and the horizontal density variations are
less than 1%, most ocean general circulation models use the Boussinesq approximation. In the Boussinesq approximation,
the density (p) in the non-linear product of density times velocity (pv) that appears in the momentum equation (2.1) is
replaced by a reference density (pg). The momentum equation becomes

av 1 1

X v-Vyv+20xv=-LVvo- ~Vp+ V.1 (2.6)
ot Po PO po
Note that the in-situ density (p) is retained for the geopotential term.

Further, the sea water is treated as incompressible. Mass conservation equation (2.2) becomes the volume conservation

equation:

V-v=0. (2.7)
The tracer concentrations are now concentration per unit volume instead of unit mass:
00
— 4+v-Vo=-V-F?+ 0, (2.8)
ot
and a8
E+V-VS=—V-FS+QS. (2.9)

The above expression is the most general form under the Boussinesq approximation. This form is used to formulate an
oceanic non-hydrostatic model and a quasi-hydrostatic model (Marshall et al., 1997).

_8-—



Chapter 2 Governing Equations

2.1.3 Primitive equations in generalized orthogonal coordinates

We consider the momentum equation first. On a generalized orthogonal coordinate system (u, ¥, r) whose unit vectors
are ey, ey, and e,, the momentum equation for velocity v = ue, + vey + we,, where u = hy,p, v = hwzﬁ, w = h,r,1is
represented by

ou 1 dp % 6h,, ahw w (Ohy,  Oh,

vV L B A Py " ,

o TV u+ fyw— fv polr 9 Ty ( 5lﬁ (9,u P o wl|+FL., (2.10)
ov 1 6[) w 6h¢ 6hr u 6/’111, ah v

Zivy - - ) v EY 2.11
g TV VRS e = 5 Tk ( ar " " e ") Ty \on " aw )+ Fe @11
ow 3 1 dp p 0@ u [0h, Ohy % Ghr 0h¢, -

o TV ey = T o ar o, (6# ar ") " g \aw T o V) e (212

where hy,, hy, and h, are scale factors, which measure the width in the original coordinate of the unit length in the new
coordinate. Metric terms appear on the r.h.s.. Fgic is frictional force obtained as the divergence of frictional stress tensor.
The radial distance from the Earth’s center is represented by r and the gravitational acceleration is in the negative direction
of r.

The Coriolis force is represented by

20XV = (2Quw - 2Q,v)e, + (2Q,u — 2Q,w)ey + (2Q,v — 2Q,u)e;, (2.13)

where Q = Q e, +Q e, +£,e, is the rotation vector of the Earth. We designate f,, = 2Q,, fy = 2Q,,and f = f, = 2Q,.
We apply the following two approximations which are relevant to the momentum equation.

a. Shallow ocean approximation

Shallow ocean approximation employs the fact that the vertical thickness of the ocean is far smaller than the radius of the
Earth. Since the vertical scale of motion of a water particle is far smaller than the Earth’s radius (a), the radial distance r
as a scalar quantity is replaced by the Earth’s radius a. The new vertical coordinate (z) is the distance (positive upward)
from the geoid (sea surface height in the state of rest) and d/dr is replaced by d/9z. We set a constant vertical scale
factor h,.(= h; = 1). Horizontal scale factors are independent of vertical coordinate (0h,/0r = dhy/dr = 0). As a
result, to conserve angular momentum under this approximation, we drop the metric terms that involve w for the horizontal
components and all the metric terms for the vertical components.

We also assume that the gravitational acceleration is constant (g). This assumption results in a specific expression of
geopotential as @ = gz.

b. Hydrostatic approximation

For horizontal motions with a scale larger than a few kilometers, hydrostatic balance is maintained in the vertical direction.
The vertical momentum equation becomes:
0
0=-2L _ps. (2.14)
0z
By hydrostatic approximation, we must drop all the remaining Coriolis terms that do not involve f to conserve angular
momentum (Phillips, 1966).
We also separately treat horizontal and vertical strain for calculating frictional stresses. The vertical stress is usually
parameterized as the vertical diffusion of momentum:
1 0 ou 1
Fpic = —V-7= ( ) + _V Thorizontal strain» (2.15)
Po 0z aZ

where vy is the vertical viscosity (essentially vertical diffusion of momentum).



2.1 Formulation

c. Equations solved by a standard version of MRI.COM

With the above approximations, the momentum equation is now written as:

a(h a(h oh oh
6_u+ 1 (hyuu) . (hyuvu) +6(wu) L (%M, My ~ fv
ot hyuhy ou oy 0z huhy \ 0y ou
1 0 1 0 ou
_Pth ﬁ + p_O(V * Thorizontal strain)u + 6_2 (VV 6_Z)’ (2.16)
a(h a(h oh oh
@_’_ 1 ( l/,uv)_'_ (huvv) +(’)(wv) P LTS + fu
ot hyhy ou oy 0z hyhy \ Ou oy
1 0 1 0 ov
= _Poth £ + %(V * Thorizontal strain)v + 6_Z(VV 6_z) (2.17)
Continuity equation is written as:
o(h o(h
(200 o000 o, o
huhy ou oy 0z
The equations for potential temperature and salinity are written as:
1 O(hyud) 90(h,vo
% __ { (hyuf) | (”v)}—a(we)—V-F(’+Q9, (2.19)
ot h,lh,/, 6u oy 0z
as 1 (0(hyuS) (h,vS)| 8(wS) S . S
2o - -V-F . 2.20
ar iy { on 0w a2 e (220

2.1.4 Boundary conditions

a. Momentum equation

B Upper surface (z =n): At the sea surface, momentum flux enters the ocean in the form of wind stress (or stress from

sea ice where sea ice exists):
o(u,v) (T, %)
v S

0z lz=p £0

2.21)

Note that z is defined positive upward (the surface wind stress is positive into the ocean).
In the model algorithm, this is treated as a body force to the first level velocity. See Chapter 14 for details.
Surface fresh water flux is assumed to have zero velocity.

B Bottom (z = —H): Bottom friction (Tl’; in zonal and ‘r;f in meridional direction) exists at the sea floor (z = —H (u, ¢)).

9w, v) @) (222)
0z lz=—H(u.y) PO

vv
In the model algorithm, this is treated as a body force to the bottom level (k = kbtm) velocity. See Chapter 8 for details.
B Side wall: No slip condition is applied (u = v = 0).

b. Temperature and Salinity

B Upper surface (z = 7i7): At the sea surface, heat and fresh water are exchanged with atmosphere and sea ice. Salt is also
exchanged below sea ice. All these exchanges are expressed as surface fluxes and become surface boundary conditions.
The surface boundary conditions for temperature and salinity are expressed as follows:

90
<ol = Fo ., (2.23)
Ky 6_1 =1 = Fsurf’ (224)

where surface flux (Fsﬁrf) is defined positive downward (positive into the ocean).
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Chapter 2 Governing Equations

M Bottom (z = —H): Atthe sea floor (z = —H(u, ¥)), geothermal heating (Fbgonom) and sediment trap (Fbsonom) may affect
temperature and salinity:
— _ =F , = R =F y 225
Kv 7 lz=—H (u,u) bottom kv 7 lz=—H (1,0 bottom ( )
where bottom flux (£, ) is defined positive upward (positive into the ocean).
B Side wall: For any tracer, the adiabatic condition is applied at the side wall:
06 S
— =0, — =0, 2.26
on on ( )

where n denotes the direction perpendicular to the wall. River discharge is expressed as a part of the surface fresh water
flux.

c. Continuity equation

B Upper surface (z = n7): At the sea surface, vertical velocity is generated because a water parcel moves following the
freely moving sea surface. Surface fresh water flux is explicitly incorporated into the boundary condition for the continuity

equation.

dn on 1 on 1 dn
=——-(P-E+R+I)=—+u——+v———-(P-E+R+]1I), 2.27
w=— ( +R+1) 6t+uhﬂ8u+vh¢8¢/ ( +R+1) (2.27)

where P is precipitation, E is evaporation, R is river discharge, and [ is fresh water exchange with sea ice component.

M Bottom (z = —H): At the sea floor, vertical velocity is generated because the water parcel moves following the bottom
topography:

w:—( 1 0H 1 6H). (2.28)

I o 9w

B Evolution equation for sea surface height (r7): Using these boundary conditions, we obtain evolution equation for sea
surface height ;7 by vertically integrating the continuity equation (2.18),

an 1 (0(hy(H+n)w) 0(hy(H+n)(v))|
E+hyh¢{ p + oy }—P—E+R+I, (2.29)
where ((u,v)) = 774 /- T (u,v)dz.

d. Mixing at the surface boundary layer

Near the sea surface, strong vertical mixing may occur for stably stratified situations because of active turbulence. These
processes occur on a small scale (< several meters) and cannot be resolved in a large scale hydrostatic model with typical
horizontal and vertical resolutions. These processes are parameterized as enhanced vertical viscosity and diffusivity. The
user chooses whether to set a high vertical viscosity and diffusivity a priori or to use a surface boundary layer model.
MRI.COM supports several surface boundary layer models. In the surface boundary layer models, vertical viscosity and
diffusivity are calculated every time step. See Chapter 15 for details.

2.1.5 Generalized vertical coordinates

From MRI.COM version 4, the standard choice for the vertical coordinate is z*, which was first introduced by Adcroft and
Campin (2004). Before showing a specific expression of governing equations in z* coordinate, we consider generalized
vertical coordinates (s). Note that generalized vertical coordinates employed by ocean models are not orthogonal.
Horizontal velocities are not perpendicular to the vertical coordinate but perpendicular to the local gravitational field. The
generalized vertical coordinate surface s = s(u, ¥, z,t) is expressed as a smooth function of the original coordinate and
time. We introduce a new scale factor z5, which measures the thickness in the original depth coordinate of the unit length
in the new coordinate: P
b4

= . 2.30
05 luyt ( )

s
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2.1 Formulation

We further introduce vertical velocity § in generalized vertical coordinates.
Using a transformation rule presented by Adcroft and Campin (2004), we write the governing equations of the variables
(v,p, 0,8, p) in generalized vertical coordinates as follows:

6(Zsu) 1 a(zshl//uu) a(Zsh”VM) a(ZSSM) Vv ahll a]’lw
+ + + + 25 —u——v| -z fv
ot huhy ou oy Os huhy \ 0y ou
1 dp p 0(gz) 1 9 (vy Ou
= —Zs " Ks —a —(V- orizontal strain ) u s Pk 2.31
¢ pohy du . pohy Ou Tz * po ( h talstain ) + 2 Bs( Zs és) 231
d(zsh d(zsh s oh Ohy
6(Z‘YV)+ ! (zshyuv) + (2shuvv) + 9(z58v) + Zs “ Ty + 25 fu
ot huhy ou oy s huhy \ Op oy
1 dp p 0(g2) 1 0 (vy dv
= - - V rizon rain/v N 2 2
Ohwadf ZPthp o +2 P ( Thorizontal strain)v + Zs — BS(ZA as) (2.32)
d(gz) dp
e _ 2.
P + s 0, (2.33)
0(zsh 0(zsh oS
0z N 1 (zshyu) . (zshyv) N 0(z48) —0. (2.34)
ot hyhy ou oy Js
0(z56) 1 8(Zsh1//u9) 8(Zsh,uve) 0(z5560) 0
=—z,V-F .09, 2.35
o1 +h,,h¢{ on aw | as V- Fo+z0 (2.35)
9(zsS) 1 (0(zshyuS) 0(zsh,vS) 6(zssS)
zsV-F s 2.
ar " hahy { o oy as s+ 0%, (2-36)
and
p = p(6,S. p). (2.37)

Evolution equation for sea surface height is obtained by vertically integrating the continuity equation (2.34) and
considering the boundary condition. It has the same form as in the depth coordinate system:

o(hy,U o(h,V
o+t 1 [0U) IV _ o, (238)
1 hahy |~ O o
where
s(z=1n)
U.V) = / (2 (s )] ds. (2.39)
s(z=—H)

2.1.6 7" coordinate

a. Definition and boundary condition

Definition of the new vertical coordinate z* is as follows:

=0 y,1)
H(p, ) + 0, 4. 1)
where z = —H(u, ) is sea floor and n is the free surface displacement. o is a symbol of the conventional terrain following

vertical coordinate. In z* coordinate, o is further scaled by sea floor depth H(u, ), which makes z* coordinate more
similar to the depth coordinate rather than the terrain following coordinate.

H(u, ), (2.40)

=0(uy, 2, )H(u, y) =

The scaling factor z5 = & is
dz H+n
= ) 2.41
P I (2.41)
The governing equations in z* vertical coordinate are in the same form as equations (2.31) through (2.38), with z;

replaced by z- = HI;”.

The vertical velocity in this coordinate system is expressed as w*, instead of §. Here, w* has the following relation with
the vertical velocity w of the depth coordinate z,

H * *
w* =D,z = (w—(l £ )Dtn+z 1
H+n H H?

Vi - VH) (2.42)
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Chapter 2 Governing Equations

where D, represents the material time derivative operator in any coordinate system,

D,E£+V-V=g+u 9 L Wi

$IL,rovI 2.43
at at " hyop  hyow 'z, 0s 243)

Horizontal boundary conditions are unchanged by this coordinate transformation. Vertical boundary conditions need
some discussion.
Sea floor (z = —H) in z* coordinate is also —H.

z=-H(p,y) = " =-H(y). (2.44)
Thus the kinematic boundary condition at sloping bottom is
We=g =V, -VH = wi._ g =-v,-VH, (2.45)

where v;, = (u, v, 0) is the horizontal component of velocity at z = —H (u, ).
Sea surface (z = 1) in z* coordinate is
z=n(x,y,t) = 77 =0. (2.46)

Sea surface is fixed in time in z* frame. In other words, model domain and grid cells are logically fixed in time. We do
not have to concern about the moving sea surface and vanishing of the first layer thickness .
The kinematic boundary condition at the sea surface is

H
Weep =Dim—=(P-E+R+I) = w.._,= —H—_H](P —E+R+1). (2.47)

For example, precipitation (P > 0) penetrates the ocean as a scaled downward vertical velocity.

b. Pressure gradient term

Horizontal momentum equations in generalized vertical coordinates (2.31), (2.32) involve both pressure gradient and
geopotential gradient term. Pressure gradient error appears when these terms do not cancel each other. That said, pressure
gradient error is not a big issue for z* coordinate because horizontal gradient of a constant z*-surface is usually very small.
However, source of errors must be kept as small as possible. For this purpose, we first separate density into constant and
its deviation

p=po+p (x,y,2,1). (2.48)

Pressure is also separated in the same manner (p = po + p’) and the hydrostatic relation (2.33) is separated into two
equations

H
0:-po = =g(==Jpo and po(z" =0) =0, (249)
’ H+ ’ 1%
o:p' = =g )e" and p'(z" = 0) = pa, (2.50)

where p,, is atmospheric pressurel. Specific expression for py is obtained by integrating (2.49)

H+
H

Po") = po(x.y.2.1) = ~gpo———2" = gpo( - 2) = gpon — po®. (2.51)
Rewriting pressure gradient term by using this, we have

po+p’
PO

1 1
— V. (po+p’)+ ﬁvz@ =gVn-V,®+—V,.p'+ V@ (2.52)
PO PO PO

1 ’
—gVp+—V.p + LV, .o (2.53)
PO Lo

§ However, sea surface is not allowed to touch the see floor (H + 17 < 0), which is a local problem. This is a restrictive condition inherent to this
coordinate system.
1 Ice-loading effect (e.g., Campin et al., 2008) has not been included in MRI.COM
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2.2 Numerical Methods

It is noticed that time-independent terms are removed. Because geopotential is @ = gz, the momentum equation is

expressed as
’

8P g . =F (2.54)
0

1
OV + Vi VoV + W0,y + fAX vV, +gVn+ —V,.p' +
Po

Perturbation pressure is obtained by integrating (2.50) as

0 n

0'2d7" = pg +g/ p'dz. (2.55)

z(z%)

P’ () = pa +g/

-
Then (2.54) becomes

0: Vi + vy, - Vz*Vh + w*ﬁz*vh + fi XV

1 1 T, gp’
+—V - (pa+gpon) + —V.- (g / 0 dz) +22 V. .z=F. (2.56)
PO PO 2(z%) Po

fast slow

We separate the pressure gradient term into barotropic (fast) and baroclinic (slow) component in preparation for the
split-explicit solution method for equations of motion.

2.2 Numerical Methods

2.2.1 Discretization and finite volume method

To solve the primitive equations formulated in the previous section, the equations are projected on a discrete lattice and
then advanced for a discrete time interval.

Because primary choice of the vertical coordinate of MRI.COM is z*, a logically fixed (but actually moving) Eulerian
lattice is arranged. A detailed description of the grid arrangement is given in Chapter 3. The equations are then volume
integrated over a discrete model grid cell. This approach is called a finite volume approach or sometimes a flux form
expression in this manual.

A vertically integrated expression for the primitive equations is useful for describing the solution procedure. These are
called semi-discrete equations (Griffies, 2004). The body force and metric terms will be simply multiplied by the grid
width. The material transport and subgrid-scale flux terms need some attention.

In this section the vertical coordinate of z* is written as a general symbol s. The material transport of any quantity «
that commonly appears in the prognostic equations,

0(zs) 1 d(hyzsua) +6(h,,zsva) , 0(zssa)
t  huhy au " ds

is vertically integrated over a (k — % -th grid cell bounded by s;_; and sy to give

‘/-Sk—] 8(Zsa/)ds+/Sk4 1 {B(hl/,zsua) N B(hﬂzsvcy);ds-'_‘/sxcl d(zs5) s
St ot st huhy ou oy sk s

= %(/Skil(zsa)ds) + h,,lhl/, {%(/xkl hyzsua ds) + %(/Sb1 huzsva ds)}
sk ‘ s

Sk k

( Osk—1 zsu(Sk-1) Osk—1  2sV(Sg-1) O8k-1
—zs + +

ar h,  ou hy 0

( Osi zsu(sk) Osk zsv(sk) Osi

Ok 9k _ 4 s . 2.
+ |z, o + he on he 00 Z, s(sk))a(sk) (2.58)

(2.57)

- ZSS'(Sk—l))a(Sk—l)

The first line on the r.h.s. is expressed in a semi-discrete form as

%(Azcx)k_é + ﬁ {%(thzua)k_; + % (h”sza)k—é} , (2.59)

where any quantity is assumed to have a uniform distribution within a grid cell.
Using § = D,s and (2.43), the last two lines are reduced to the difference between vertical advective fluxes:

the last two lines of (2.58) = zs$(sg—1)@(sk-1) — ZsS(sk)a(sk). (2.60)
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For the sea surface (k = 1; 59 = 0) and the bottom (k = kbtm; Sipn, = —H), kinematic conditions (2.47) and (2.45) are used
to give
the last two lines of (2.58) = —=(P — E + R+ )@ (0) — z3$(s1)a(sy) (2.61)

at the surface and
the last two lines of (2.58) = z4$ (Skpam—1)@ (Skpam—1) — 0 (2.62)

at the bottom (bottom term vanishes to give no advective fluxes through the sea floor).
Similarly, the vertical integral of the divergence of the subgrid-scale fluxes gives

‘/‘Skfl 1 {a(hwst#) N O0(huzsFy) } Jos /'szfl dF, i
Sk /’l’ul’lw (9,u 61& Sk 0s

1 (o P
i {E(h,pAzFﬂ)k_; + w(hﬂAzFlp)k_;}
(F08s B ds L ) ()05 Fo) 35
he o hy o T\ ot Thy ow

- Fs(s)) (2.63)

K
In summary, the material transport and subgrid-scale flux parts are integrated for a vertical grid cell to give the
semi-discrete expression on the r.h.s.,

Sk-1 Sk-1 o(h s o(h . Sk-1 S'
/ 8(zsa)ds+/ 1 { (hyzsua) N (huz va)}ds_'_/ 0(zs$@) s
Sk s Sk

ot Sk h,uhl// 6/,! 6:,// s

St O(hyzsFy)  0(huzsF k-1 GF,

+/ 1 {(wz ”)+ (hy2 L”)}ds+/ 6Fds

Sk h.uhl// a:u 3lﬁ Sk ds
0 1 0 0 . .
= E(Aza)k—%+hﬂhw {@(h,pAzua)k_é + w(hﬂsza)k_;} + 258 (Sp—1)a(sk—1) — zs5(sk)(sk)

1 0 0

e {a(hgbAzF,,)k_é + %(h”Asz)k_é; + Fy(sko1) — Fs(s0). (2.64)

The quantity

Fu(s0) dso  Fy(so0) dso _
R SE iyt e Fs<s0>) = (P—E+R+D)a(0) - F,(0) (2.65)

Fy=(P=E+R+Da(0) +

taken from (2.61) and (2.63) may be regarded as a surface forcing term and corresponds to the surface flux (positive
downward) given in the previous section. The first term on the r.h.s. of (2.65) is the tracer transport by the fresh water
flux, and the second term is the microstructure flux calculated by subgrid-scale parameterizations such as bulk formula.
Similarly, geothermal heating may be incorporated as microstructure flux from the sea floor (F,(-H) - V,H + F3(—H)).

2.2.2 Mode splitting in the momentum equation

Here we consider to solve the momentum equation with hydrostatic and Boussinesq approximation. Equations are (2.31),
(2.32), and (2.33). To integrate these equations in time, we should know the instantaneous vector field, pressure, and
geopotential. For the vector field, we use one at the previous time level. We obtain the pressure field by integrating the
hydrostatic equation vertically, in which the sea surface height (z = 1) is needed. The sea surface height is also needed for
geopotential. To obtain the surface height, we should solve vertically integrated continuity equation (2.38).

The rise and fall of the sea level causes external gravity waves whose phase speed is two orders of magnitude greater
than that of other waves. This will impose tight limits on the time intervals due to the CFL condition. We want to separate
or remove external gravity waves, because they are usually not important when a target phenomenon has a longer time
scale.

Historically, external gravity waves were removed from the model by prohibiting the vertical movement of the sea
surface (rigid-lid approximation). In this case, the vertically integrated equations result in a vorticity equation in the form
of the Poisson equation, solved by relaxation methods. The surface pressure is then diagnostically obtained as the pressure
pushing up the lid.

After the sea surface was allowed to move vertically, the problem of fast external modes was resolved by separating the
barotropic mode from the baroclinic mode. The barotropic mode is solved explicitly with a short time step. The baroclinic
mode can take a longer time step by reflecting a state of the barotropic mode in which high-frequency components are
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2.2 Numerical Methods

filtered out. Since this free surface option is more suitable for parallel computation than the rigid-lid approximation, only
the free surface option is supported by MRI.COM. The essence of the split-explicit free surface formulation is explained
below. See Chapter 7 for details.

a. Barotropic mode

Following (2.39), if we put

0 N 0 N
U=/ zsuds=2uk_%Azk_%, V=/ zsvds=2vk 1Azk_1, (2.66)
-H k=1 -H k=1

and separate fast and slow modes of the pressure gradient as in (2.56), then the vertically summed semi-discrete momentum
equations are

ou (n+H) d(pa + gpon)
— —fV=- X 2.67
ER f ool an +X, (2.67)
ov _(n+H)d(pa+ gpon)

- 2.
o+ fU = ool 50 (2.68)

where p,, is the atmospheric pressure at sea surface. Density p has been separated into mean pg and perturbation p’, and

N N dh dh
X==Vu- (;(AZ(“’ v)”)k—%) B ;[h,,vhw (6_;” - a_jv)]k

N 0 N
Z 11 , g Z , Z

[_ / ngp”ds ]Azk—% - [p ZI‘]Azk—% + (Aszﬁ)rz)k—l + F AZI + FbottomAzN—%
k= = k=1

1 PO hu sk7% pOhu =1
N
(=) Fu), (2.69)
k=1
N N
Ohy, Ohy
Y=-—Vgy ( (Az(u, v)v) 71) + [ ( - —v)] Az, 1
kz:; k=3 ; hyhy o -y k2
110
’ 4
_;[%E[k l ngpl//ds jIAZk_i k Azk 1 +Z(AZ horz)k 1 +F§ AZ] +Fb0ttOmAZN—%
- -1 -
N
(EZFw)- (2.70)
k=1
The vertically integrated continuity equation is given by
1 (o(hyU) 9(h,V
on , ( (hyU) | iy ))z(P—E+R+I). 2.71)
ot huhy ou oy

We solve these equations for U, V, and n with a short time step constrained by the phase speed of the external gravity
waves.

On returning (U, V) to the baroclinic mode, the effect of high-frequency phenomena with time scale shorter than the
baroclinic time step is filtered out by a weighted averaging, which is symbolically expressed as follows:

<U>n+1 — Un + Atc1f<<V>>n+% — Atcl<< (77 + H) a(p(l + POgn) >>n+7 + Athn, (272)
p()h,u ou
] H) 0(pa n+i
R ) B 73)

where ()" = Z%;l bm(')m‘% and ((-))’”% = Z%;l b Zﬁ,zl(-)m/‘%, with m € {1, M*} representing the barotropic
time level, n representing the baroclinic time level, At being the baroclinic time step, and b,, being weighting factors
explained in Chapter 7. The above equations are used to obtain absolute velocity with equations of the baroclinic mode
described in this subsection (see below). See Sec. (7.7) for detais of the formulation.

—-16 -



Chapter 2 Governing Equations

b. Baroclinic mode

Velocity is decomposed into a barotropic component based on (2.39), (i, V), and a baroclinic component, (i, 7), as follows

u=1n+i, %

=D+, (2.74)
where
iz U ! V (2.75)
u= — . = — .
H
By solving the baroclinc mode (i, V), absolute velocity (u, v) at the next step is obtained

First, we drop the fast pressure gradient term from the momentum equation, (2.31) and (2.32), since it is a barotropic
component:

6(zsu)+ 1 {(9(Zsh¢uu)+3(zshyvu)}

0(zsSu) v Bhﬂ Ohy
+ + 7 —u—-—Vv| - 2zsfv
ot hyhy ou oy as hyhy 6¢/ ou
SV T2
==z —I\g pdz) —zs —
* pohy O\ Jzizn * pohy O
1 1 0 (vy Ou
+2Z _(V Thorlzontalstram)u +2s— ( v _), (276)
£o 75 0s\ zg Os
s 1 0(zshyuv) 0(zshyvv § oh dohy
0(z, V)+ (z 2 )+ (zs o ) + 0(z55v) +2, u lﬂ _ M, + 2 fu
ot huhy ou oy Js hyhy 6/1 oy
1 0 ( /’7 ’d) gp’ 0z
=—Zs —1& pdz| -z —
* pohy 0y \" J () * pohy Oy
1 1 0 (vy Ov
+z _(V Thorlzontalstram)v’+zs ( V_)~ (277)
PO Zs 0s\ z4 Os
Using these equations, provisional velocity (u’, v’) at the next step is calculated. In discrete forms
l/l/ AZ"+1 —u" A
k_% k_% k_% k-3 _ n+t n
A =SBy o 1"+ F, (2.78)
v ALy AT
k_% k_% k_% k_ n+l n
Al = —flup_ 1Bz 112 + Fy, (2.79)
where
oh oh
R T T R L TR I
J o (Az(u, v)u s "y \ B o v - 2y
—[i L, ds'|Az_y = =53 [0z Az + (AZFL,) +F! (2.80)
00 h,u - s8Pu k-3 pOhy g P Zu k— horz k—— vertk 1 vertk® :
2
Vi (8 ww), o+ [ (T ] :
" - |Az(u, v)v ) i u o v - Zp 1
0 N
11 , v
_[__/ zsgplz,ds] 1Az 1+ (AzFe )it = Fuenes + Frenie (2.81)
pO hlﬂ Skf% k
A method for solving these equations is explained in Chapter 8
Next, using (u’, v’), baroclinic component (i, #) and absolute velocity (u, v) at the next step are calculated. Summing
over the whole water column gives

Zk l(uk 1 "“)-Zk 1(’4 AZZ_I)
Al‘cl

N
VY VXA Bl o (2.82)
k=1
Zk 1(V 1 "”)—Zk 1(V AZZ_%)

N 1
—f Dl Az 1" Y (2.83)
At =
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2.3 Appendix

X™ and Y are removed by using the equations from the barotropic mode (2.72), (2.73) to give

Zk 1((u)"+1Az"+1 ) _ Zk l(uk ] n+1

-1 ntl S ntl (n+H) 0(pa + pogn) \\"**
At aRANG A ;hki%AZki%] - << Pohy ou : >> '

(2.84)
Zk 1(<v>n+1AZn+l ) _ Zszl(V’k_%AZnH

e}
Atgl

N n+s
k=1

(2.85)
where (u)"™*! = (UY"' /("' + H) and (v)"*' = (V)1 /(5"*! + H). This is combined with (2.78) and (2.79) to give

/ _ n+l n+tl _ n n
(uk_l 0+ (u) )Az ! uk_%Azk nl _lz ] 1
=f [rcgtay ] = s A+ (A

N\

At
A n+l
_ ek i+ H) 3(pa+ posm) \\E L (2.86)
7+ H\\ pohy, o g .
’ _ % n+l1 n+l _ .n n
(Vk_; Y +<V> )Azk_é vk_%AZk_% n+% n+lz n+1 n+i n+1
Sl YW VTS SR
C.
A n+l
~ "%y (+H) 3(pa+ pogn) |\ L pn (2.87)
nn+l + H poh,# al,b v .

— < . . .
where (...) denotes the thickness weighted vertical average.

Z
Since f[v]™*? Az”*[ ~ f((v))"*zAz"”] flu]™ zZ” ~ f((u))"*zAz"”] , and the fourth terms on the r. h. s. are
2 2

the surface pressure gradlent, we may regard w —u + ) and v/ — v + (v)"*! as the real updated velocity for time
level n + 1, the baroclinic component is expressed as i = u’ —u’ and § = v/ —V’.

To summarize, we first solve for (u’,v’) using (2.78) and (2.79), and then compute the baroclinic component by
i =u’—u’and ¥ = v’ —v’. The absolute velocity is obtained by u = /i + it and v = ¥ + 7.

2.3 Appendix

2.3.1 Acceleration method

It usually takes several thousand years before the global thermohaline circulation reaches a steady state under (quasi-)steady
forcing. The limiting factor for the time step is the phase speed of external gravity waves (~ 200 m/s) for the barotropic
mode and that of internal gravity waves (~ a few m/s) for the baroclinic mode. A several-thousand-year integration will
not be a workable exercise as long as we are restricted by this criterion in determining the time step. Bryan (1984) proposed
a method to accelerate the ocean’s convergence to equilibrium. In this method, the phase speed of waves is reduced by
modifying the governing equations, and a thermally balanced state is quickly reached by reducing the specific heat.

Specifically, they are achieved by multiplying a constant to the tendency terms (@ for momentum and y for tracers) to
increase inertia and to reduce specific heat. When a steady state is reached in these equations, we expect that the same
balance as the undistorted equations will be obtained, because the only difference between the distorted and undistorted
equations are tendency terms, which are expected to be zero in the steady state.

The modified momentum equation is given by

a,a_u_'_ 1 6(h¢,uu) N B(hyvu) N d(wu) . v % B % ~ fv
at hahy | o a 9z hahy \ 0y " ou
1 0 1 0 ou
= Poh az p_O(V Thorlzontalstram)u 9z (VVa_Z)’ (2.88)
d(h d(h oh ohy,
aﬂ+ ! (hyuv) + (uvv) + 9(wv) + 2 Ly Hy + fu
at Ty | on sz 9z iy \op " oy
1 0 1 0 ov
Poth 65 p_(v Thorlzontalstram)v 6_Z(VV (9_2) (2.89)
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Chapter 2 Governing Equations

The modified temperature and salinity equations are given by

96 1 [d(hyub) 3(h,v0)|  3(w) 0
Yot T “huhy, { op " ow | ez v FT+O% (290
as 1 (0(hyuS) O(h,vS)|  d(wS) S . S
95 _ _ - ~V.FS+05. 291
Yot T hahy { o oy oz te @9

Here, equations are written in depth (z) coordinate for brevity.

These modifications are equivalent to changing time to ¢’ = r/a and the Brunt-Vaisala frequency to N'> = N2a/y. In
this case, the equivalent depth for the n-th mode of the vertical mode decomposition becomes H/n =H,/a.

The dispersion relation for the free inertia-gravity waves becomes:

2
H
w? = f—2 + (g ")(k2 +12). (2.92)
a
Since the angular frequency w is inversely proportional to a'/?
can be run with a long time step.

The dispersion relation for Rossby waves becomes:

, the phase speed becomes low for large @. The model

2 o, P
w=-Bkla(k”+1°)+—| . (2.93)
gHn

Again, a large « yields a low phase speed.

In standard practice, a value from several tens to a few hundred is used as «, a value of one is used near the sea surface,
and a value about a tenth is used near the bottom as .

It should be noted that when « is too large, the model field is prone to baroclinic instability. Since this should not occur
in nature, an integration of the model should be performed carefully by checking outputs during the integration.

2.3.2 Physical constants

On Table 2.1, we list basic physical constants used for MRI.COM. These are defined in param.F90. Physical constants or
formulae used to calculate surface fluxes and sea ice processes are explained in Chapters 14 and 17, respectively.

Table2.1 Physical constants used in the model

value variable name in MRI.COM
radius of the Earth 6375.0 x 10° cm RADIUS
acceleration due to gravity 981.0cm - 572 GRAV
angular velocity of the Earth’s rotation 7/43082.0 radian - s OMEGA
the absolute temperature of 0 °C 273.15K TAB
the average density of sea water 1.036g-cm™ RO
the specific heat of sea water 3.99x 107erg- g ' - K~! CP
(1.0erg-g ' -K!
=1.0x107*J-kg™! - K1)
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Chapter 3

Spatial grid arrangement

MRI.COM uses a structured grid, and the model ocean domain is defined as a three-dimensional aggregate of rectangular
grid cells on model’s logical coordinate system. (However, for cells just above the bottom, so-called partial cells are used,
which can locally change their vertical thickness.) The horizontal and vertical lengths of the cells are regarded as the
horizontal and vertical grid intervals, respectively. In MRI.COM, the grid interval can be varied spatially in each direction
(variable grid interval). Note that the introduction of z* coordinate results in the temporally variable actual vertical grid
intervals, though the logical grids are fixed in time.

In this chapter, we first describe the horizontal grid arrangement (3.1) and the vertical grid arrangement (3.2), which are
main features of MRI.COM. Next, the notation of the grid index and the model region are shown (3.3). How to calculate
the horizontal area of each grid (3.4) and the thickness and volume in the z* coordinate system (3.5) are also explained.
Finally, we summarize how to set the model grids for users (3.6).

3.1 Horizontal grid arrangement

MRI.COM adopts somewhat unique horizontal grid arrangement, which is illustrated in Figure 3.1a. Horizontal compo-
nents of velocity and bottom depth are defined at the center of the grid cell (X), and tracers such as temperature and salinity,
density, and sea-surface height (SSH) are defined at the four corners of the cell (o). Hereafter, for simplicity, the velocity
point is referred to as the U-point; the grid cell centered on the U-point, the U-cell (Figure 3.1c); the tracer point as the
T-point; and the grid cell centered on the T-point, the T-cell (Figure 3.1c). The T-cells are staggered from the U-cells by a
half grid size and consists of partial cells along the coast lines (Figure 3.2). The coast lines are defined by the periphery
of the U-cells, i.e., the lines connecting the T-points. This type of horizontal grid arrangement is called Arakawa’s B-grid
arrangement (Arakawa, 1972). Although Arakawa’s B-grid arrangement is also used in MOM (NOAA-GFDL, USA) and
COCO (AORI of U. Tokyo and JAMSTEC, Japan), the primary cell is the T-cell in those models and the coast lines are
defined by the lines connecting the U-points (Figure 3.1b).

In the case of the variable grid size, the T-points are defined just at the centers of the T-cells as seen in Figure 3.1c,
but the U-points are not at the centers of the U-cells. The U-points are arranged so that the U-cell boundary stands at the
mid-point between two neighboring U-points.

See Section 3.6.2 for the placement and numbering of the grid at the edge of the model domain.

3.2 \Vertical grid arrangement

A variable grid size is usually used for the vertical grid arrangement, i.e., fine near the surface and coarse at depth. As
illustrated in Figure 3.3a, tracers (o) and velocity (X) are defined at just the mid-depth level of the cell, and the vertical
mass fluxes W (A, O) are defined at the boundary of the cell. There are two kinds of W, one for the T-cell (WT; a) and
another for the U-cell (WY; O). Their horizontal locations are the T-points and the U-points depicted in Figure 3.1a.

In order to express the gentle bottom slope as smoothly as possible, the thickness of the deepest U-cell at each horizontal
location is variable (so called partial cell), with a limitation that it must exceed a fraction of around 10 percent of the
nominal thickness of the layer to avoid violating the vertical CFL condition (Figure 3.3b). Otherwise, as presented in
Figure 3.3c, the gentle bottom slope is expressed by wide, flat bottoms and cliffs here and there with height of vertical grid
size Az. In these regions, the vertical velocity is concentrated at the cliffs, resulting in relatively strong fictitious horizontal
currents there.
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3.3 Grid indices and model domain
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Figure3.1 Horizontal grid arrangement. (a) MRI.COM (o : 6, S,7n, X : u,v, H), (b) MOM and COCO (o : 6,S,n, H,
X : u,v), (c) Variable grid size in MRI.COM
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Figure3.2 Horizontal grid lattices in relation to topography. (a) Tracer lattice. (b) Velocity lattice. Land distribution
(shade) is common for (a) and (b).

3.3 Grid indices and model domain

The conventions for indexing and the definitions of symbols used in finite difference expressions of the equations throughout
this document are given here.
The actual distance corresponding to an increment of Au in the zonal direction of generalized orthogonal coordinates

is expressed as follows:
Ax = h,Apu, 3.1

where £, is the scaling factor, the unit of which is [cm]. The unit of Ax is [cm], and Ay is dimensionless. The actual
meridional distance is defined similarly:
Ay = hyAy. (3.2)

The vertical distance is expressed by Az (The unit is [cm]). For a discretized grid cell, the horizontal area is expressed by
AA (= AxAy) and the volume is expressed by AV (= AxAyAz).

The subscript indices expressing the horizontal grid position in the finite difference expression of the equations are
usually integers for the T-points, i.e., (i, j) and are increased by a half for the U-points (i + %, Jj+ %) (Figure 3.2). In some
cases vice versa, with a notice.

In the vertical subscript index for the finite difference expression, the upper level of a grid cell, where the vertical mass
flux is defined, is numbered as k (k = 0 being the sea surface), the levels of the T-point and U-point are numbered as k — %
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Chapter 3

@ 4

Spatial grid arrangement

sea suface

o

6,5
u, v
A W

X

Figure3.3 Vertical grid arrangement. (a) Placement and numbering of vertical grid. (b) Smooth bottom slope with
partial bottom cells. (c) Stair-like bottom slope.

(Figure 3.3a). In some cases, the T-point and U-point levels may be numbered as k, with a notice.
The model region is composed of U cells, and the numbers of horizontal grids (imut, jmut) are specified by the user
(see Sec. 3.6). Note that this region includes the "halo region", which is the marginal region for the model calculation, in
addition to the substantial "core region". The grid width of the halo region and the horizontal boundaries of the core region
depend on the model settings as shown in Table 3.1. Figure 3.4a shows the model region of a closed basin surrounded by
land, and Figure 3.4b shows that of a tri-polar global model. See Chapter 22 for more information on nested sub models.

Table3.1 Halo region and core region boundaries depending on model region settings.

model config halo west east south north
closed basin (default) 1 grid-width land cell = i =imut j=2 j = jmut
x-cyclic boundary condition | 2 grids at east and west = i=1imut -1 j=2 j = jmut
(CYCLIC)
tri-polor model (TRIPOLAR | 2 grids at east and west, | i =3 i=imut -1 j=2 j =jmut -2
or JOT with CYCLIC) 1 at south, 3 at north
nested sub model (SUB or | 2 grids at all boundaries | i =3 i=imut -1 j=3 Jj=jmut -1

OFFNESTSUB

3.4 Calculation of horizontal grid cell area and width

When equations are solved in MRI.COM, the temporal variations of physical quantities are calculated as a budget of their
fluxes through the boundaries of the U-cells or T-cells (finite volume method). For this method, it is necessary to know
the area and volume of the grid cells. These are numerically calculated for generalized orthogonal coordinate grids (Sec.
3.4.1), though they are analytically calculated if polar coordinate is chosen by user (Sec. 3.4.2). The outline of the lengths
and areas calculated in this section is shown in the figure 3.5. Note that variable names in the program may be used even

in the manual.
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3.4 Calculation of horizontal grid cell area and width

i=2 i=imut

lat_south_end of core

'
i lon west _end of core
' _ _end_of_|

(b) (north_pole_lon, north pole_lat) (south_pole_lon, south_pole_ lat)

i=imut/2+1 / i=imut-2

s/
it | / | /

j=jmut-2 S @ T ® *

I~ Earth’ s North Pole =

.

1
E& lon west end of core

Figure3.4 The model domain and its halo region for (a) a model with closed domain, and (b) a tri-polar model with
zonally cyclic (CYCLIC) and northern end folding (TRIPOLAR or JOT) conditions. The light shades are model’s region
of interest (core region). The dark shades are land that must be attached around the core region. The white cells in (b)
are halo region. See Sec. 3.6 for the user specifications in the figure, such as north_pole_lon.

3.4.1 Generalized orthogonal coordinates

The longitude and latitude (4, ¢) of grid points on the sphere are defined by user as a function of the model coordinates
(1, 9),
A=A ¥), ¢ =d(u.¥).

For example, the distance from a T-point (u(i), ¥ (j)) to a point a half grid size to the east (u (i + %), ¥ (J)) (variable name
in the model: dx_bl; Figure 3.5a) is approximated numerically as follows taking u; = (i), up = p(i+ %), and vy =¥ (j):

3 L[/l(ﬂl +(m— 1)511,1//1)745(/11 +(m - 1)5#,%),/1(/11 +m5ﬂ,¢1),¢(#1 +m5ﬂ»¢1)]- (3.3)

m=1

Here, L[y, ¢1, A2, ¢2] is the distance between the two points (41, ¢1) and (A7, ¢2) on the sphere along a great circle and
o = (o — 1)/ M (divided by M ~ 20 between p; and p).

Similarly, a quarter grid area (a_bl; Figure 3.5b) surrounded by four points (u(i), ¥ (j)), (u(i + %),w(j)), (@i +
Do+ %)), and (u(i), ¢ (j + 1)) is, taking ¥ = ¢ (j + ) and 6y = (¥ — ¢1)/N (divided by N ~ 20 between ¢; and
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Chapter 3 Spatial grid arrangement
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Figure3.5 Variables that define a grid unit for (a)(b) distance (Ax, Ay) and (c)(d) area (AA). The panels (a) and (c)

show symbols and

grid indices (i, j) following the convention described in Section 3.3. The panels (b) and (d) show

variable names and indices in the code.

1), calculated as:

) £ + (m = Do + (n - 3)o0), o+ om = Dop g1+ (0= 3)ow),
n=1 m=1
Ay + mopun + (n = 3)00), {1+ mopun + (n - 3)o0)|
X
£ + (m = 5)om,p1+ (0~ Do), o+ (m = )01+ (= Dow),
ﬂ(,ul +(m— %)6/1,1#1 +n61ﬁ), ¢(,u1 +(m— %)6/1,1&1 +n6¢)]. (3.4)

As depicted in Figure 3.5, (a_bl); ; is the area of the lower left quarter of the central U-point. Those for the lower right
(a_br); ;, upper left (a_t1); j, and upper right (a_tr); ; quarters are obtained similarly.
The unit area centered on U-point ((areau); ;) is then expressed as:

(areau); ; = (a_bl); j + (a_br); ; + (a_tl); ; + (a_tr); j, 3.5)
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3.4 Calculation of horizontal grid cell area and width

and the area centered on T-point ((areat); ;) as

(areat)i,j = (a_bl)i,j + (a_br)i_l,j + (a_tl)i,j_l + (a_tr)i_l’j_l. (3.6)

Following the conventions for indexing introduced in Section 3.3 (i and j are notated with a half-grid shift for U points),
the above equations are expressed in later chapters as follows:

AAY :AAI_’Il . ,+AAl_’r1 ) 1+AA’41l L HAAT (3.7
i+5,j+3 i+5,j+3 i+5,j+3 i+5,j+3 i+5,j+3
AAiszAAf’l1 L HAAPT R AAT D AAT (3.8)
> i+5,]+5 1=5,]+5 i+5,/=75 I=5,J=%

See Fig. 3.5.

3.4.2 Spherical coordinates

For grids in the spherical (geographic) coordinate system, we use more precise and computationally lighter analytical
solutions. Let us examine the situation of T-cell divided in quarters (Figure 3.5). The area of the northeastern quarter
(anhft, the same as that of the northwestern quarter) is obtained by the latitudinal integration of the thick line in Figure
3.5b, where Ag = ¢(j + 1) — ¢(j — 3).

Using the latitude of T-point ¢(j), the zonal width of the grid unit for T-points A1 = A(i + %) Al - %), and the Earth’s
radius a, the length of the thick line along the latitude circle (As) is expressed as:

A
As = aT cos ¢. (3.9

Integrating this in the latitudinal direction, we obtain the following.

o+F 20 [ 2A0 A
(anhft); ; =/ ’ Asadg = a / ’ cos ¢pd¢o = a {sin (¢ + —¢) — sin ¢}
P 2 Js 2 2

A A
=a’AA cos (¢ + T(Z)) sin T¢

A¢p . . Ad) . Ag
—2 R — —
=a“Ald (cos ¢ cos 7 sin ¢ sin 1 ) sin 1

A A A
=a’AA cos ¢ cos T¢ sin Tgb (1 — tan ¢ tan T¢)

2 A A
=%Aﬂcos¢sin7¢ (1 — tan ¢ tan T¢) . (3.10)

Similarly, the area of the southeastern quarter of the T-cell (variable name in the model: ashft, the same as that of the
southwestern quarter) is expressed as:

2 A A
(ashft); ; = %A/l cos ¢ sin T(b (1 + tan ¢ tan T¢) . (3.1D)

At the north and south poles, where ¢ = +£90°, we obtain the following by changing (3.10) and (3.11) to the following
forms.

2 A A
(anhft); ; :%A/l sin 7"5 (cos ¢ — sin ¢ tan Td) (3.12)

2 A A
(ashft); ; =%A/l sin7¢ (cos¢+sin¢tan T(p) . (3.13)

At the north pole:
(anhft)i,j =0 (3.14)
2 A A

(ashft); ; :%A/l sin 7"5 tan T¢' (3.15)
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Chapter 3 Spatial grid arrangement

At the south pole:
a>, Ay A¢
(anhft); ; :EA/I sin > tan 2 (3.16)
(ashft); ; =0. (3.17)
In our model
(a_bl),-,j = (anhft)i,j, (a_br)i,j = (anhft)l-“,j,

(a_tl),-,j = (ashft)i,jﬂ, (a_tr),-,j = (aShft)i+17]’+1,

and the areas of the grid cells centered on the U-points and T-points are calculated by (3.5) and (3.6).

3.5 Calculation of vertical cell thickness

In the z* coordinate system, the depth coordinate z from the seafloor —H to the sea level 7 is converted to the z* coordinate
from —H to 0 according to (Eq. 2.40). As a result, in the z* coordinate system, the physical thickness Az [cm] and the
physical volume AV of each grid change depending on 7(¢). In the following, how to calculate them are shown in the
order of quarter grid unit, U cell, and T cell. Finally, the depth anomaly induced by ascending and descending of r(t) is
also shown. In the volume calculation, the area AA calculated by the method described in the previous section is used.

a. Distribute sea level variation to the four sub-divided parts of a T-cell

When the sea level variation 7; ; is known at a T-point, the thicknesses of four divided cells that comprise a T-cell (i.e.

four cells, AAPY,  AA" [ AAP"  and AA’", |, inFig. 3.5) are determined as follows:
l+§,‘]+§ l+i’j_§ l_i’j+§ Z_E’]_i
(dzu_cnst),, 1 ;1 41
_ - 3-J+3-k—3
(dzu_bl)i%’j%’kf% = (ni’f+Hi+%,j+%) H ., (3.18)
i+3,j+1
(dzu_cnst);,1 ;1 4 1
(. - 7-J73:K73
(dzu_tl)i+%’j_%’k_% = (77,,/ +Hi+%,j—%) H . (3.19)
i+3.j-%
(dzu_cnst), 1 ;141
_ — —3:Jt3.k-3
(dzu_br)l._%’ﬂ%’k_% = (ni,j+Hi—%,j+%) T (3.20)
i—5,j+3
(dzu_cnst)i_% [
(dzu_tr)l._%,]._%’k_% = (7’],"]- + Hi—%,j—%) Hl._l j_l y (3.21
2 2

where H is the depth of sea floor and dzu_cnst at U-points is the logical definition of vertical cell thickness in z* frame,
which does not vary in time. Volume of the four cells becomes

(volu bl)y1 i1y 1= AAj’Jf%’jJr%(dzu_bl)H%, P (3.22)
(volu_tl)y1 ;14 1= AAZ%,],_% (dzu_tl),1 ;141 (3.23)
(volu_br)i%,ﬁ%’ki% = AAf_’_r%’jJr% (dzu_br)if%,ﬁ%’k,% (3.24)
(volu_tr)l._%’j_%’k_% = AAZ%J_% (dzu_tr);_y ;1,1 (3.25)

Using these, the new volume of T-cells and U-cells is obtained. There is no leak in volume by using this method. Figure
3.6 illustrates the procedure.
b. U-cell

Thickness of a U-cell (dzu) is obtained by dividing U-cell’s volume by U-cell’s horizontal area. U-cell’s volume is a sum
of the four sub-divided cells whose volume varies following sea level variation on T-cells where they belong to. Using
(3.22) through (3.25), we have,

(volu) kol = (volu_bl)

+ (volu_tl)H% el t (volu_tr)

. . . . + (vol r). .
il il et H(vOlubr) 1 sty

(3.26)

T B | 1.
i+5,)+5,k—3
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3.5 Calculation of vertical cell thickness
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Figure3.6 Illustration of a vertical slice through a set of grid cells in the x-z plane for z* coordinate. The center point
in each cell (e) is a velocity point. The cross (X) is a tracer point.

Then the thickness is computed by

(d2W;y gyt ooy = (VOLWy 1 oy oy [ (areau),y o (3.27)
that is, the thickness of a U-cell is the average of the thickness of the four sub-divided T-cells.

c. T-cell

Volume of a T-cell is also calculated as a sum of the four sub-divided cells. Using (3.22) through (3.25), we have

(VO]‘t)i,j,k—% = (volu_bl)”%’j%’k_% + (VO]'u—tl)H%,j—%,k—%

+ (volu_br)l._%’ﬂ%’k_% + (volu_tr)i_%’j_%’k_%. (3.28)

Because horizontal cross section of a T-cell is not uniform vertically owing to the presence of partial cells, thickness of a
T-cell cannot be determined identically. Here, the thickness dzt_cnst is determined as the difference between top and
bottom face of the T-cell,

1 k 5

(dzt_cnst)i,j’k_% = max((dzu_cnst)i%’ﬁ%’k_%,(dzu_cnst)i%,j_i, .l

(dzu_cnst)l._%’ﬁ%’k_%, (dzu_cnst) (3.29)

i—%,j—%,k—%)-

d. Depth anomalies

We defined vertical cell thickness of four divided cells that comprise a T-cell by (3.18) through (3.21). In the same manner,
we may define the anomalies of the actual depth at the center and bottom of the four divided cells, with —n at the sea
surface (s = 0). Note that depth is defined positive downward.
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For the center,

dou bl Hi+%,j+% - (dpu—cns‘t)i+%,j+%,k—%
( pu_ )i+%,j+%,k—% == H . . ni,j
i+, j+3
@ ) Hi+%,j—% - (dpu_cnst)i%’j_%’k_%
u 1] 1 =— -
pu_ i+3,j-3.k=3 H ... ni,j
+3,]-3
g b Hl._%’j%—(dpu_cnst)i_%’ﬁ%,k_%
(dpu_ r),‘_%,j.;.%,k_% == H 1 mi,j
1=3,]%3
(d . ) Hi—%,j—% - (dpu_cnst)l.f%’jf%’kfé
u_tr). 1 . 1 1= - ..
PULE)i g -tk H. 1 . i Ti.j
1=3.J732
and for the bottom,
Hi+%’j+% - (depu_cnst)l,r%’j%’k
(depu_bl); 1 ;1 = - i,j
2:J%7> H.,i .1
3:J13
HH%J._% - (depu_cnst)i%’j_%,k
(depu_tl); 1 ; 1, =~ Ni.j
2 2 H 1.1
l+2,_] ]
Hi_%,ﬁ% - (depu_cnst)i_%’ﬁ%’k
(depu_br); 1 ;.14 =~ Mi,j
2:J%72 H'_l 1 :
1=3.J%3
@ ) Hif%’jf% - (depu_cnst)if%,jf%’k
epu_tr). 1 . 1 = - .
pu_ l—j,./—j,k Hl‘_L j_l nl,j’
2:J72

(3.30)

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)

(3.36)

(3.37)

where dpu_cnst is the logical depth at the center of a U-cell (dashed line in Figure 3.3a) and depu_cnst is the logical

depth at the bottom of a U-cell (solid line in Figure 3.3a).
The depth anomaly of a T-point is obtained as an area average. For example, at the center,

(dpt)i,j,k—% = {(a_bl)H%’jJr% (dpu_bl)H%’jJr%’k_% + (a_tl)i%’j_%(dpu_tl)i%’j_%’k_|

3
+ (a_br)l._%,ﬁ% (dpu_br)l._%’ﬂ%’k_% + (a_tr)i_%'j_% (dpu_tr)i_%’j_%’k_%}/(areat)i,j’k%

and for the bottom,

(dept);, jx = {(a_bl)H%,ﬁl (depu_bl)H%,ﬂ%’k + (a_tl)”%,j_% (depu_tl)”%,j_%’k

2

=L ekt (a_tr)i_%.j_%(depu_tr)i_%,j_%k}/(areat)i,j’k%.

+ (a_br)i_%,ﬁ% (depu_br)

(3.38)

(3.39)

In the above calculation, we use only full cells, that is, we do not include partial cells except for the bottom cell (k = ktbtm).

This is reflected in the use of (areat), ; ;1 instead of (areat), ; , 1.

Using this, the variable thickness of a T-cell is calculated as follows:

(dzt) = (dept); j x — (dept); j x—1 + (dzt_cnst)i’j’k_%.

i,j.k—%

3.6 Usage

(3.40)

How to set the model region and grid are explained here. Specifically, the horizontal coordinate system is selected in Sec.
(3.6.1), and the region and grid are set in Sec. (3.6.2). Also, if a polar coordinate is not used, the user must provide the

grid width and area directly in Sec. (3.6.3).

3.6.1 Horizontal coordinate system

For horizontal coordinate system, either spherical or generalized orthogonal curvilinear coordinates must be chosen.
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a. Spherical coordinates

For a model that does not include the North Pole, spherical coordinates with geographical longitude-latitude axes will be
a standard choice.

If spherical coordinates are chosen, model option SPHERICAL must be added to the list of options (the line start with
OPTIONS =) specified in configure.in.

The geographical position of north and south pole should not be necessarily at the Earth’s North and South Pole. If the
model’s north pole is displaced, this is specified by namelist nm1_poles (Table 3.2).

Table3.2 Namelist nml_poles for SPHERICAL option. The geographical location of the model’s south pole is
determined automatically by the specification of the north pole.

variable name units description usage
north_pole_lon | degree | geographical longitude of north pole default is 0°
north_pole_lat | degree | geographical latitude of north pole default is 90°N

b. Generalized orthogonal curvilinear coordinates

Singularity at the North Pole may be avoided by coordinate transformation within the framework of generalized orthogonal
curvilinear coordinates.
Two options are available:

* Tripolar grid (TRIPOLAR) combining geographical lat-lon south of around 60°N and transformed coordinates to the
north.
 Joukowski conversion (JOT) applied to the whole sphere of the Earth.

When either TRIPOLAR or JOT option is chosen, that option must be added to the list of options (the line start
with OPTIONS =) specified in configure.in. In addition, namelist nm1_poles must be specified, but in this case the
geographical locations of the two new singular points instead of the Earth’s North and South Pole should be given (Table
3.3). See Chapter 24 for details.

Table3.3 Namelist nml_poles for TRIPOLAR or JOT option. See also Figure 3.4b for the locations of the two singilar
points to be specified.

variable name units description usage
north_pole_lon degree | geographical longitude of one of the two new | specification is required
singular points
north_pole_lat degree | geographical latitude of one of the two new | specification is required
singular points

south_pole_lon degree | geographical longitude of the other of the two | specification is required
new singular points
south_pole_lat degree | geographical latitude of the other of the two | specification is required
new singular points

3.6.2 Model domain and grid

There are several options about the model region as shown in Table 3.1: closed basin (default), x-cyclic boundary
condition(CYCLIC), tri-pole models (TRIPOLAR) and nested sub models (SUB or OFFNESTSUB). User specifies these
options in configure.in.

The total numbers of grid points in the three directions (imut, jmut, and km) must be given to configure.in, too.
The grid sizes (imut and jmut) must include halo cells. Minimum information that must be given to configure.in for
compiling a global tri-polar grid model will look like as follows.
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An example specification given to configure.in for a global tri-polar grid model

OPTIONS="TRIPOLAR CYCLIC"
IMUT=364

JMUT=368

KM=60

Further horizontal grid information is given to the model by namelist at run time. It is necessary to specify the western
and southern end of model’s core region and the X and Y axis grid spacing. They are given by namelist nml1_horz_grid
(Table 3.4). When the horizontal grid spacing is given by a file, the file is read by the model at run time as follows.

Format of horizontal grid spacing data (file_dxdy_tbox_deg).

4 ™
real(8) :: dxtdeg(imut), dytdeg(jmut)
integer(4),parameter :: lun = 10
open(lun, file=file_dxdy_tbox_deg, form=unformatted )
read( lun ) i, j
if ( (1 == imut ).and.( j == jmut ) ) then
read( lun ) dxtdeg
read( lun ) dytdeg
end if
close(lun)
J

Here, dxtdeg and dytdeg are longitudinal and latitudinal width of T-cells, respectively (Figure 3.4c). Note that they
can vary only in the direction of their own axis.

Table3.4 Namelist nml_horz_grid

variable name units description usage
lon_west_end_of_core model longitude | the longitude of the western end | specification is required
in degree of model’s main region
lat_south_end_of_core | model latitude in | the latitude of the southern end | specification is required
degree of model’s main region
dx_const_deg degree uniform X-axis grid spacing default is zero
dy_const_deg degree uniform Y-axis grid spacing default is zero
file_dxdy_tbox_deg character X and Y axis grid spacing are | Ifeither X or Y axis grid spacing
given by this file is not uniform, prepare this file.

The vertical water column is filled by U-cells with specified thickness. The start point of the vertical grid is always set

to be zero (sea surface). The vertical grid index increases downward and the vertical grid width (Az, _ 1= dz(k)) is given
either by a file or a namelist. Which one to select is determined by namelist nml_vert_grid (Table 3.5) at run time.
When the vertical grid spacing is given by a file, the file is read by the model at run time as follows.

Format of vertical grid spacing data (file_dz_cm).

e
real(8) :: dz(km)
integer(4),parameter :: lun = 10
open(lun, file=file_dz_cm, form=unformatted)
read(lun) k
if ( k == km ) then
read(lun) dz
endif
close(lun)

~

3.6.3 Grid cell area and line elements

When spherical coordinates are chosen (SPHERICAL), grid cell area and line elements are calculated analytically by the
model (Section 3.4.2). When generalized orthogonal curvilinear coordinates are chosen (TRIPOLAR or JOT), they should
be read from file (Section 3.4.1). The file name must be given by namelist nml1_grid_scale (Table 3.6).

—31 -



3.6 Usage

T, j+1

T, j+1

Figure3.7 Specification of the basic arrays (dxtdeg and dytdeg) that define grid spacing. Grid indices (i, j) follow
array indices in program codes. The indices of the T-points in the vicinity of boundaries are shown in Fig. 3.4.

Table3.5 Namelist nml_vert_grid

variable name units description usage

file_dz_cm | character | vertical grid spacing is given by this file If the vertical grid spacing is not uniform,
prepare this file. dz_const_cm must not
be given.

dz_const_cm cm uniform vertical grid spacing default is zero

Table3.6 Namelist nml_grid_scale
variable name units description usage
file_scale character | grid cell area and line elements are given | specification is required for TRIPOLAR or

by this file

JOT.

The file that contains the grid cell and line elements (see also Figure 3.5 for positions) is read by the model at run time

as follows.
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e Format of grid cell area and line elements (file_scale; if not SPHERICAL) ~
real(8) :: a_bl(imut,jmut), a_br(imut,jmut), a_tl(imut,jmut), a_tr(imut,jmut)
real(8) :: dx_bl(imut,jmut), dx_br(imut,jmut), dx_tl(imut,jmut), dx_tr(imut,jmut)
real(8) :: dy_bl(imut,jmut), dy_br(imut,jmut), dy_tl(imut,jmut), dy_tr(imut, jmut)
integer(4),parameter :: lun = 10

open(unit=lun, file=file_scale, form=unformatted)
read(unit=lun) a_bl ! U-box area of bottom-left 1/4 grid
read(unit=lun) a_br ! U-box area of bottom-right 1/4 grid
read(unit=lun) a_tl U-box area of top-left 1/4 grid
read(unit=lun) a_tr U-box area of top-right 1/4 grid
read(unit=1lun) dx_bl ! U-box length of bottom-left 1/4 grid
read(unit=lun) dx_br ! U-box length of bottom-right 1/4 grid
read(unit=lun) dx_tl ! U-box length of top-left 1/4 grid
read(unit=1lun) dx_tr ! U-box length of top-right 1/4 grid
read(unit=lun) dy_bl ! U-box length of bottom-left 1/4 grid
read(unit=lun) dy_br ! U-box length of bottom-right 1/4 grid
read(unit=1lun) dy_tl ! U-box length of top-left 1/4 grid
read(unit=lun) dy_tr ! U-box length of top-right 1/4 grid
close(lun)
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Chapter 4

Time integration

In this chapter, we discuss the time integration method for the primitive equations defined in Section 2.2. In Section 4.2,
we discuss the leap-frog scheme, which is traditionally used in ocean models and has been used in MRI.COM until version
4.7. Section 4.3 describes the Leap frog Adams-Moulton (LFAM3) scheme, which was first used in ocean models by the
Regional Ocean Modeling System (ROMS) and has become the only time integration scheme in MRI.COM since version
5.0.

4.1 Time integration flow
In MRI.COM, each component is calculated as follows.

Boundary Process (Part V) + Sea ice (Chapter 17)
Evolution of tracers (Part IV)

Equation of state (Chapter 5)

Equation of motion [baroclinic component] (Chapter 8)
Equation of motion [barotropic component] (Chapter 7)
Turbulence closure models (Chapter 15 )

Preparing for the next step

Nk R

However, the sea ice and mixed layer calculations are always done in forward differencing, independent of the time
integration scheme of the ocean model. This is especially important for sea ice to satisfy conservation laws. For details,
see section 17 for sea ice and section 15 for the mixed layer. Only for the remaining items, marked with bold line, the
ocean model time integration scheme is applied.

4.2 Leap-frog method (LF)

For the time integration method of MRI.COM, the leap-frog method (LF) had been used until version 4.7.
Consider the following typical advection-diffusion equation (the first term on the right-hand side is advection and the
second term on the right-hand side is diffusion)

0
= = Ala) + D(a) @.1)
Three time steps are used in solving this equation.
a"'=a" 420t x {A(a") + D(a" )} 4.2)

This method has long been the standard for ocean models because it is simple, energy-neutral, and one of the most
computationally efficient method to describe wave equations. However, there are some problems. The accuracy is only
O(Ar?). Since the time series of a*"*! and ¢" are separated (red and blue lines in Fig. 4.1), it is difficult to satisfy the
conservation between the two time series. Before this problem becomes serious, a Matsuno scheme consisting of two
steps, forward scheme and backward scheme, is inserted once in the calculation of a few dozen steps in LF, so that one of
the separated modes is discarded. The Matsuno scheme is also used to create the two time steps needed for LF at the start
of integration. In addition, the accurate advection of tracers is often written in forward difference method, in which case
the stability is halved. The issue of conservation is a particularly serious problem when fluxes are exchanged with other
systems that are not running in LF, such as sea ice. In order to solve these problems, starting with 5.0, we will use the
third order leap-frog Adams-Moulton (LFAM3), which is used in Regional Ocean Models (ROMS).
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n n+2

Figure4.1  Schematic description of the LF time integration.

4.3 Leap-frog Adams-Moulton (LFAM3) method

Consider the following one-dimensional wave equation,

ap ou
A ttad 4.3
or = “ox “-3)
ou ap
— =—c—. 4.4
ot c@x 4.4)

where p is pressure, u is velocity, and c is the phase velocity of the wave. Applying the Fourier transformation with respect

to space by placing p(t,x) = pre’™, u(t,x) = fu’™* and wy = kc yields,
9P
OPk _ iy, 45
Y Wkl (4.5)
on
= = o (4.6)

For simplicity, we omit " and the subscript k, and denote the variable " at the time ¢ = nAt of the variable . To further
simplify the equation, we introduce the dimensionless quantity @ = wgAt.

The LFAM3 for the Fourier transform of the 1D wave equation with respect to space is written as follows. These
equations correspond to equations (2.38)-(2.41) in Shchepetkin and McWilliams (2005) (hereafter, SM2005) (or equations
(4.1)-(4.2) in Shchepetkin and McWilliams (2009) (hereafter, SM2009) ). The derivation of these equations is included in
Chapter 23 of this manual (23.49-23.52).

LFAM3 is composed of the predictor substep:

1 1
Pt = (E - Zy) s (E + Zy) p" —ia(1-2y)u" 4.7

W't = (% - 27) u (% + 27) u" —ia(1-2y) |p" +ﬂ2pn+]/21__3§; £ } (4.8)

and the corrector substep:
pn+1 =ph— iau’”% (4.9)
W™ =yt — e {(1 - e)p’”% +€ (% - )/) P+ (% +27) p" - anl”’ (4.10)
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Corrector step

n-1/2+2y n+1/2

n-1 n+1

Predictor step

}47” (1-2y)At ”7>{

Figure4.2  Schematic description of the LFAM3 time integration. During the predictor substep, the initial data at
n — 1 and n steps are linearly interpolated to n — % + 2 step and advanced to n + % step by (1 — 2y)At. During the
corrector substep, the resultant values are used to compute the RHS at n + % step to advance prognostic variables from
nton+ 1 steps. At the end of the corrector substep, the values at n + % step are discarded.

where @ = kcAt. The u corresponds to the flow velocity and p corresponds to the active tracer (temperature, salinity)
related to the pressure. The predictor substep for p"+% can be interpreted as the time integration from n — % + 2y step to
n=n- % step by (1 —2y)Ar ( Figure4.2).

During the corrector substep of finding p"*!, the time integration for the advection is conducted from 7 to n+ I step using
velocity at n + % step, which is compatible with high accurate tracer advection schemes such as Second Order Moments
(SOM). During the corrector step of finding u"*!, the values for the pressure gradient term is a linear combination of
n—1,nn+ %, and n + 1 steps. The accuracy of this wave equation can be increase to O (a*). The accuracy drops when
other terms such as viscosity are included, but it still maintain O (a?). See Chapter19 for an evaluation of the accuracy of
various time integration methods, including LF and LFAM3.

LFAM3 has the following advantages and disadvantages over the previously used LF.

* Advantages
— The accuracy of the time scheme is increased from O(Ar?) to O(Af?). In particular, it has O(Af*) accuracy
with respect to waves.
— Computation cost is reduced by 2~30% (see below).
— Tracer conservation is improved by removing computational mode in LF.
— Time integration can be restarted from any time step.
* Disadvantages
— A complete restart requires information at n — 2, n — 1, and n steps, making the restart process somewhat
complicated and increasing file size. If restart files at n — 2 and n — 1 steps do not exist, the calculation starts
by treating the restart file at n step as those at n — 2 and n — 1 steps.
— It is always necessary to be aware of whether the current process is being performed during the predictor or
corrector substep.

4.3.1 Time integration flow in case of LFAM3

LFAM3 has been the only time integration scheme used in MRI.COM since version 5.0. In this LFAM3, time integration
is performed as follows. The items written in bold lines are performed by LFAM3.

Predictor substep

1. Boundary process + Sea ice : Time integration is done by forward differencing to compute n + %—step external
forces.

2. Evolution of tracers: To find the pressure gradient at n + % step, the tracer values are calculated using an advection
scheme with low computational cost (4.7).

3. Equation of state (Section 5.1): Density is calculated from the tracer obtained above. Convective instability is also
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checked.

4. Equation of motion [baroclinic component]: To find a velocity field at n+ % step, baroclinic velocity is calculated
(4.8).

5. Equation of motion [barotropic component]: Barotropic velocity and sea-surface height at n + % and n steps are
calculated.

6. Preparation of the corrector substep.
Corrector substep

Evolution of tracer: Tracer values at n + 1 step is calculated with an advection scheme with high accuracy (4.9).
Equation of state: Density is calculated from the tracer obtained above. Convective instability is also checked.
Equation of motion [baroclinic component]: Baroclinic velocity at n + 1 step is calculated (4.10).

Turbulence closure models: Time integration is done by forward differencing to compute vertical diffusivity and
viscosity at n + 1 step.

5. Preparing for the next step. The values at n + % step are discarded.

W=

SM2005 shows that the maximum allowable time interval of LFAM3 is about 1.8 times as large as that of LF for
the wave equation (subsection 23.6.2). If the computational cost of one substep for the predictor or the corrector is the
same as the one step in LF, then LFAM3 allows time integration of only 1.8A¢ with the same computational resources
as time integration of 2At in LF. However, as mentioned above, the computational cost of LFAM3 is reduced by using
less computationally demanding tracer advection scheme and omitting the turbulent closure calculation in the predictor
substep, and by omitting the boundary and sea ice process, and barotropic velocity calculations in the corrector substep.
Several test cases shows that the adoption of LFAM3 reduces the calculational cost by about 30% due to these effects, and
the accuracy of the time integration becomes better.

The details of the calculation process of predictor and corrector substep in MRI.COM are described below.

4.3.2 Evolution of tracers during the predictor step

In the predictor step, the tracer at n + % step is calculated only to find the density gradient at n + % step. The tracer values
atn + % step are discarded after the density is obtained.
The predictor step (at n + % step) for tracers is written in the form (Fig. 4.3),

1 1
g3 = (E - Zy) 0!+ (E + Zy) 0" + (1 — 2y)Ar - [Right hand side of the tracer equation(RHS)"], 4.11)

where, the RHS is the sum of 8-tendencies such as advection, diffusion, and surface fluxes. Corresponding to the above
equation, the model variable in the b-series are created from linear combinations as described below, rather than using the
past values as they are.

« trcvlb = (% - 2)/) g1 (AVT Y1 4 (% + 27) o"(AVT )" = [0AVT |”

» trebl = (1 -2y) 0"+ (S +2y) 0" =0
e trcl =6"

. trcal = 9™

+ trcpl = 0" (“p” means “Past”.)

Update of trcbl,trcl, and trcpl is conducted at the end of corrector substep or in rewrit_prepare. The trcpl should
be stored because a new value of 6"~! is needed in the expression (4.20) described below. It is also needed for creating
the restart file. (As for u, the value at n — 1 steps is not necessary for calculation, but necessary for restart.)

M Modification for the local conservation of tracers  Since the barotropic velocity component (u,,) and sea level height (77)
do not satisfy the continuity equation (eq. 6.19), the tracer field cannot satisfy its local conservation, that is, the spatially
uniformity of tracer field at the beginning of the predictor substep does not hold at the end of the predictor substep. This
situation is rewritten as,

As;. jok=4

T
at(AV )l',j,k*% * H

((ws_total); ; + (transport_wflux); ;) , (4.12)
where ws_total is the total amount of water flux entering the grid due to the convergence of both barotropic flow and

diffusion of sea level height, and transport_wflux is the freshwater flux at the surface. Since the value of (6?)”” is used
only for the pressure gradient term and is discarded at the end of the corrector step, we need not be concerned about its total
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Predictor step(0)
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Figure4.3 Schematic of LFAM3 Time integration for MRI.COM. The beginning of the predictor step is a linear
combination at n — 1 and n steps.

conservation of it. On the other hand, the pressure gradient derived from it may have a bad influence on the velocity field

when local conservation is not maintained. Therefore, we give up global conservation and consider adding a correction

term that resolves the imbalance between the left and right sides of Eq. 4.12
First, the time evolution of the tracer

«_1 due to tracer advection is obtained in finite volume as follows
1 2
[oavT Y

T
oVl
T T

+(1 2y)At [Uf—%mk—%ei-% ikt = Vit e Oivdgine (4.13)
T T ’
Vi,j—%,k—%ei,j—%,k—% Vl ' %k%g Lj*gk=3
WO~ WT et 1 tion t

i k100 =W Oijk-t | + ! X [volume correction term]

9n+1/2

[’j’k_% — [HAVT]n+l/2 /[AVT]”+1/2

k=1 (4.14)
In this evolution of tracer equation, the following relationship must be satisfied when spatially uniform tracer fields remain
to be spatially uniform after the advection.

T n+1/2 T
AV = VT
T T
+(1-2y)At [Ui_%’ PN (4.15)
T T T T :
Vij_%’k_% -V bl + Wik = Wik 1] + Volume correction term
T T T T
Uif% j,k*% - Ut+2 J» k*l +Vt J= k*% -V,

T n
lj+k]+lek ijl]

o (4.16)
= {(ws_total); ; + (transport_wflux); ;} ,‘]’2

H

Using the above relationship derived from the diagnostic equation of the continuity equation, Eqgs. (6.19) and (6.21),
the volume change correction term is eventually obtained as follows. (In the corrector step, AV' is obtained so that the
correction term is zero.)

Volume correction term = [AVT ] 7:11127 [AVTL ke

As; it 4.17)
— (1 =2y)At {(ws_total)i’j + (transport_wflux); ]}

H
In the notation in the program, the correction term for satisfying local conservation in the predictor step, the last term in
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4.3 Leap-frog Adams-Moulton (LFAM3) method

the r.h.s. of Eq. (4.13), is calculated as the quantity #” multiplied by this volume correction term as follows

6” x [volume correction term] = (trcbl); jx [(volt_vara); j x — (volt_varb); j x

— (1 -2y)At {(ws_total); ; + (transport_wflux); ;} (thk_ratio_t); ;«

(4.18)
A similar correction is proposed in SM2005 and corresponds to Eq. (4.8) in SM2005 and Eq. (4.3) in SM2009. However,
in SM2005, the layer thickness is modified to achieve local conservation. In MRI.COM, local conservation is realized by
modifying the tracer X volume because modifying the layer thickness is quite troublesome.

M Reduction of calculation costs  The active tracer (temperature and salinity) values at n+ % is used only for calculating the
pressure gradient through density and discarded after density is obtained. To reduce its computational costs, an advection
scheme with low computational costs is used. Calculation of passive tracers are omitted in the predictor substep.

4.3.3 predictor step + baroclinic velocity

In the predictor substep, velocity is calculated as follows (Fig. 4.4).
1 1
w2 = (5 - 27) " (5 + 2)/) u”" + (1 = 2y)At - [the right hand side of the momentum equation (RHS,,)"] (4.19)

Here, the density used to calculate the pressure gradient of the RHS! is a linear combination of 6 at n + %, n,and n — 1
StepS (gfilter)~
20" —3¢" + 6"

Opitier = 0"+ =5 (4.20)

Corresponding to the above equation, the model variables are expressed as follows.

* ubl = (% - 2)/) u !+ (% + 2)/) u"
sul=u"
e ual =u""*z

The update of ubl and ul is done at the end of the corrector substep in preparation for the next step.

Predictor step (u)
ubl ul ual

n-1/2+2y n+1/2

@ @ @
n-1 n n+1

}47” (1-2y)At ”7>{

Figure4.4 Schematics of the LFAM3 time step in MRI.COM. The beginning of the predictor substepisatn—1/2+2y
step, which is a linear combination of n — 1 and n.

Since u"*7 is used for the advection of tracers, RHS " must be obtained with high precision. The ual obtained here is a

provisional value and will be modified after barotropic velocity is obtained.

4.3.4 Barotropic velocity

After the calculation of baroclinic velocity in the predictor substep, the calculation of barotropic velocity is performed to
obtain its values at n + % step (U’”%) and at n + 1 steps (U"*!) (Chapter 7). The sea level height at n + 1 steps (7"*!) can
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also be computed here, but in the model "**! is calculated using the continuous expression (7"*! —5") /At = V- U n+3 and

1. . . . . .
U™z in the corrector substep. Actually, the values obtained in the above two methods are identical except for the floating
point error.

M Forcing for barotropic component of the equation of motionzul , zvl
The forcing (zul) should be evaluated at n+ % step. The component of external forcings such as wind stress are obtained

atn + % step. Since other components such as advection are obtained at n step, we make an extrapolation with respect to
time to make them at n + % step. There are several options for this extrapolation.

The first option is the 3rd-order Adams-Bashforth (AB3) method, which has O (A#®) accuracy. *
23

4 5
= Ezul" - gzul"‘l + Ezul"‘z 4.21)

Nl—

zul™*

The second option is the quasi-2nd-order Adams-Bashforth (AB2¢) method, which does not have O (At?) accuracy, but
slightly more stable than the AB3 method. This AB2e method is used, for example, to estimate the advection term for the
MITgcem. Usually 0.1 is used for €45.

3 1
zul"™? = (E + eAB) zul” — (E + eAB) zul”"! (4.22)
M Calculation of the barotropic component of the equation of motion ~ The external forcings such as wind stress at the
surface at n+ % step are added to the zul™? obtained above to yield a forcing for the barotropic component of the equation

motion without time variation from 7 to n + 1 steps. Using the subcycle velocity U™ and the time-filters a,,, b, (Fig. 4.5)
described in Chapter 3 of SM2005, the barotropic velocities are calculated as follows.

am

Barotropic
Equation

. - o oaaans

n-2 n-1 n n+1/2 n+1

surface__predict uml umal  umaal
(surface_integ__predict) (umb) (uma) (umaa)

surface_bcli__predict_h hmal

Figure4.5 Momentum equation for the barotropic component in MRI.COM in the case of LFAM3 method

U™ =3 by (4.23)
m

Ul = Z a, U™ (4.24)
m

=) @™ (4.25)

(4.26)

* This AB3 method is used in ROMS other than UCLA version
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4.3 Leap-frog Adams-Moulton (LFAM3) method

Here,

m

Z ap =1 (4.27)
m
Z My Q= Ater (4.28)
m
by At = Z Aty (4.29)
m=m’

(nn+l -7 /Ate =V - U2 (4.30)
(™ = ™) Aty =V - U2 (4.31)

The U™? is also used to find the sea level ™! at n + 1 steps using the continuity equation. Therefore, the equation

(4.12) holds for n,n + 1 steps, and tracers advected by the flow velocity using this barotropic velocity field satisfy local
conservation.

The values of n + %-step and n + 1-step in LFAM3 correspond to n-step and n + 1-step in LF. When LF was used in the
previous MRI.COM, the barotropic velocity values at these times were used separately during the integration of LF from
n — 1-step to n + 1-step and from n-step to n + 2-step, respectively. In the case of LFAM3, the barotropic component of
equation of motion is calculated only once, and the computational cost of the barotropic component of equation of motion
is halved in MRI.COM compared to the case when LF is used.

4.3.5 Corrector substep

Corrector substep (Fig. 4.6) is calculated as follows. The calculation of the corrector substep is no different from that of
a normal leap-frog method except for the pressure gradient term, which does not require any special processing such as
changing the starting point of the time integration. Only the results of this step are used for subsequent calculations and
historical output.

6™*! = 9" + At - [The right hand side of the tracer equation (RHSg)"Jr%] (4.32)

u™! = u" + Ar - [The right hand side of the momentum equation (RHSM)"‘L%] (4.33)

Here, density used to calculate the pressure gradient of RHS, is a linear combination of 6 (6 izzer ).

Hfilter = (1 - 6)6n+% +e€

1 1
(E —y) o+ 4 (5 +27) 0" —y@"_l] (4.34)

The tracer equation is compatible with high precision advection scheme such as SOM because it uses only the n-step tracer
values to find the n + 1-step values by forward integration. Since the n + % value is discarded after the corrector substep,
only the values at corrector substep needs to be considered for conservation of the entire system, including the interaction
with sea ice and external forces.

4.3.6 Summary of predictor and corrector subcycles

The calculation of the integral from n to n + 1 steps when using LFAM3 in MRI.COM is summarized in Fig. 4.7. The
renaming of arrays such as trcl is conducted in subroutine rewrit (Fig.4.7(c) and (e)).
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Corrector step (0)
trepl trc

n-1/2+2y

@ @
n-1 n n+1

Corrector step (u)

ub ul al
n-1/2+2y n+1/2
@ @ @
n-1 n n+1

Figure4.6 Time integration of the corrector substep
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4.3 Leap-frog Adams-Moulton (LFAM3) method

Predictor step(6)

trepl trcbl trcl  trcal
n-1/2+2y ne1/2
* L
- n n+1
(a) - - (1Zp)At - -~ ]

Predictor step (u)
ubl ul ual

n-1/2+2y n+1/2

n-1 n n+1

(b) - (ZOB ]

Barotropic
Equation

n-2 n-1 n n+1/2 n+1
surface__predict uml umal  umaal
(surface_integ__predict) (umb) (uma) (umaa)
surface_bcli__predict_h hmal

()

Corrector step (0)
trepl trc

n-1/2+2y

Corrector step (u)

ul al
n-1/2+2y n+1/2
L 4 L 4 L 4
n-1 n n+1

(e)
Figure4.7 Summary of the LFAM3 time integration method in MRI.COM. (a,b) The starting point of the predictor
step isn— % +27 step, which is a linear combination of n — 1 and n steps. Time integration is conducted from n — % +2y
step to n + % step by (1 — 2y)At. (d,e) In the corrector substep, time integration is conducted from 7 step to n + 1 step
using the value at n + % step. The values at n + % step are discarded after the corrector substep.
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Chapter 5

Equation of State

The in situ density is needed to calculate the pressure gradient term in the momentum equation. As indicated in (2.5), the
equation of state represents in situ density as a function of pressure, temperature, and salinity. Here we present the specific
form of the equation of state. We still adhere to the 1980 International Equation of State of Seawater (EOS-80; UNESCO,
1981). Thermodynamic Equation Of Seawater - 2010 (TEOS-10; IOC, SCOR, and IAPSO, 2010) has not been adopted.

5.1 Basics of the equation of state

The standard equation of state provided by UNESCO (1981) represents density (kg m™) as a function of in situ temperature™
t (°C), salinity S (practical salinity scale (pss) ~ parts per thousand (ppt)), and pressure P (bar). Note that in situ temperature
is used, not potential temperature. Density (p,,) of pure water (S = 0) under sea level pressure is given as a function of

temperature (¢):

pw (1) = 999.842594 + 6.793952 x 10721 — 9.095290 x 1073
+1.001685 x 10743 — 1.120083 x 1075* + 6.536332 x 107°¢°.

Density at the sea surface (psyt = p(2, S, 0)) is expressed using sea surface temperature and salinity:

Psurf = Pw
+(0.824493 — 4.0899 x 10731 + 7.6438 x 1071 — 8.2467 x 107> + 5.3875 x 107°t*)S

+(=5.72466 x 1073 + 1.0227 x 1074 — 1.6546 x 107672) 52
+4.8314 x 107452,

The in situ density (o = p(z, S, P)) is converted from pg,r using the following equation,
p = psut/(1 = P/K),
where K (S, t, P) is the secant bulk modulus. Its value at pure water, K,,,, is given by
K, = 19652.21 + 1.484206 x 10*t — 2.327105¢* + 1.360477 x 1072 — 5.155288 x 107°*.
The value at the sea surface (Kj) is given by

Ko = K., + (54.6746 — 0.603459¢ + 1.09987 x 102> — 6.1670 x 107¢%)§
+(7.944 x 1072 + 1.6483 x 1072 — 5.3009 x 10741%) §2,

(5.1)

(5.2)

(5.3)

(5.4)

(5.5)

* EOS-80 provided by UNESCO (1981) was based on temperature on the International Practical Temperature Scale of 1968 (IPTS-68; #4g) and
the Practical Salinity Scale 1978 (PSS-78). After that the International Committee for Weights and Measures adopted a new temperature
scale (the International Temperature Scale of 1990 (ITS-90); 79p). It has been recommended that #9y should be converted to #gg by a relation
tes = 1.00024 = 9y when it is used for EOS-80 (Saunders, 1990). However, this conversion has not been applied for temperature in any operation

of MRI.COM.
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Table5.1 Coefficients for the lapse rate of sea water (Eq. 5.8).

ap | +3.5803x 107> [ by | +1.8932x 1070 [ ¢ | +1.8741 x 1078 [ dy | —1.1351 x 1010
ap | +8.5258x107°° | by | =4.2393x 1078 | ¢; | =6.7795x 10710 | 4; | +2.7759 x 10712
a, | —6.8360x 1078 cr | +8.7330x 1072 | ¢y | —4.6206 x 10713
az | +6.6228 x 10710 c3 | —5.4481x 107 | ¢; | +1.8676 x 107 #
er | —2.1687 x 10710

and the value at pressure P is given by

K =K (5.6)
+ P (3.239908 + 1.43713 x 10721 + 1.16092 x 10™*2 — 5.77905 x 1077¢%)
+P(2.2838 x 107> — 1.0981 x 1071 — 1.6078 x 107°¢%) §

+P(1.91075 x 1074 53
+ P?(8.50935 x 107 — 6.12293 x 10707 + 5.2787 x 10734?)
+P?(-9.9348 x 1077 +2.0816 x 10787 +9.1697 x 107'%%) 5.

When potential temperature (6) is available, it should be converted to in situ temperature. The conversion equation is
obtained as follows using the adiabatic lapse rate I'(¢, S, P):

P
t(6p,S,P) =06y + / I'(z,S,P)dP’. 5.7
Py

A polynomial for the adiabatic lapse rate I'(¢, S, P) is given by UNESCO (1983):

[(¢,S,P) =ap+ait + art* + ast® (5.8)
+ (bo+b11)(S - 35)
+ {co+cit+cat* + e3> + (do + dit) (S —35)} P
+ (eo+elt+eztz) P2

Coeflicients are given on Table 5.1.

5.2 An equation of state used by MRI.COM

5.2.1 Formulation

Since potential temperature (6) is a prognostic variable in MRI.COM, it is desirable that the potential temperature can be
directly used for the equation of state in the model. If this is possible, it will not be necessary to convert between potential
temperature and in sifu temperature. Accordingly, the equation of state of MRI.COM is a polynomial of almost the same
form as UNESCO, but it is now the function of 4, S, and P and has a modified set of parameters. The parameters are
determined by the least square fit for a realistic range of potential temperature and salinity following the method of Ishizaki
(1994).

In MRI.COM version 4, considering the treatment of brackish waters in coastal modeling as well as the practical demand
of numerical stability, we slightly modified the polynomial form and revised the set of coefficients relative to the previous
version. The process of determining coefficients will be described below. We allow salinity to take slightly negative
values that could be caused by numerical errors. So we use a slightly wider range (-2 < 6 < 40°C, -2 < § < 42 pss, and
0 < P < 1000 bar) than the previous version.

First, density is calculated at the sea surface (potential density or o) using equations (5.1) and (5.2). We introduce a
minor modification from (S)% to (|S |)%. It has been confirmed that this modification leads to a smooth density profile at
S=0.

The pressure dependent part, or specific volume K (6, S, P) is given by

K(6,S,P) =e;(P) +e2(P)0 + e3(P)6* + e4(P)0> + es(P)6* (5.9)
+S(fi(P) + fo(P)0 + f3(P)0* + f4(P)6°)
+ (1S3 (fs(P) + fo(P)O + f7(P)62),
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where

e1(P) =eci + (gc; +hci1P)P,  fi(P) =fc, +(gcs + heaP)P, (5.10)
e2(P) = ecy + (gcy + heaP)P,  fo(P) =fcy + (gcg + hesP) P,
e3(P) = ec3 + (gc3 + hesP)P,  f3(P) =fcy + (gc7 + hegP) P,
ea(P) = ecs +gcyP,  fa(P) = fey,
es(P) =ecs, f5(P) = fes +gcgP,
f6(P) =fc6s
J1(P) = fes.

The set of coefficients in the above equation is computed using a least square fit and listed on Table 5.2. In the previous
version, uniform 1.0°C, 1.0pss, 10decibar bins were used for the least square fit in the range of -2 < 6 < 40°C,
0 < S <42pss,and 0 < P < 1000 bar. But it is found that maximum error tends to occur in the range of low potential
temperature and low salinity, and increasing the number of bins in this range is favorable for reducing the error (not
shown). Therefore, potential temperature and salinity bins are changed from 1.0 °C and 1.0 pss to 0.1 °C and 0.1 pss for
-2 <60 <10°Cand -2 < S < 10pss, respectively. Using 151x151x101 combinations of the above range of potential
temperature, salinity, and pressure, in sifu temperature is first computed using (5.7). Density is then calculated by the

UNESCO equations using in situ temperature and salinity. The above coefficients are determined using these data of
density, potential temperature, salinity, and pressure by the least square method. They are given on Table 5.2.

Table5.2 Coeffients for the equation of state of sea water. See equation (5.10).

ecy 19659.35 fe, 52.85624 gc, 3.185918 hey | 2.111102% 1074
ecy 144.5863 fo, | =3.128126 x 107" | gc, | 2.189412x 1072 | hep | —1.196438 x 1073
ec3 -1.722523 foi | 6456036 x 1073 | gcy | —2.823685 x 107* | hes | 1.364330 x 1077

ecy | 1.019238x 1072 | fe, | =5.370396 x 10~ | gc, | 1.715739x 107 | hcy | —2.048755 x 107°
ecs | —4.768276 x 107 | fe5 | 3.884013x 10" | ges | 6.703377x 107> | hes | 6.375979 x 1078
feg | 9.116446 x 1073 | gcg | —1.839953 x 107* | hcg | 5.240967 x 10710
fo, | —4.628163 x 107* | gc;, | 1.912264 x 1077
gcg | 1.477291 x 107*

With the new set of coefficients, the maximum density error (thick dashed line) relative to the UNESCO equation is
less than 1.6 x 107> kgm™> when pressure is less than 5000 dbar (Figure 5.1). This maximum error is less than that
(3 x 103 kgm™>) of McDougall et al. (2003)’s equation of state. The error is also smaller than that using the previous
version (version 3 and earlier) in this pressure range (thin dashed line). Though the relatively larger maximum errors are
found when the pressure is greater than 8000 dbar, they occur only when S =~ 40 pss or S ~ 0 pss (not shown) and would
not cause a serious problem. The standard deviation (thick solid line) is less than 1 x 1073 kg m™ when pressure is less
than 8000 dbar.

5.2.2 Implementation

In MRI.COM, in situ density is computed by (5.3) using (5.2) for pgut and (5.9) for K. For Pressure (P), a horizontally
uniform value is used on each vertical level where densities are evaluated, instead of using the actual pressure at each
location. This is based on the assumption that horizontal variation of pressure on a constant depth (z*) surface does not
affect the required accuracy of density.

In the program code of MRI.COM, the in situ density is evaluated at the depth where the tracer is defined and the depth
of the boundary of tracer cells. In the standard case, pressure at the depth where tracer is defined (T_%) and that at the

depth of the cell boundary (P_k) are calculated as follows:
10°P,_y = pogzy_1. (5.11)
10°P; = pogzxs (5.12)

where py is the reference density, g is the acceleration due to gravity (Table 2.1), and z, _ 1 and z; are the actual depths in

the state of rest. Note that a factor 10° converts pressure in cgs units (dyn cm™2) to bar.
If CALPP option is chosen, the time variation of these horizontally uniform pressures is considered. In this case, pressures
are evaluated as follows:
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Std. & Max. Dif. in Density (10 kg m™)
(thin lines: EOS_ORG, thick lines: EOS_NEW)

1000

2000+

3000+

4000+

5000+

6000+

7000+

PRESSURE (dbar)

8000+

9000+

10000

DENSITY DIFFERENCE (107 kg m™)

Figure5.1 Deviation from the UNESCO equation for the old (version 3 and earlier) and new (version 4) set of
coefficients. Unit is 1073 kgm™3. Thin lines represent the equation of state using the old coefficients and thick lines
represent those of the new ones. The solid (long dashed) lines represent the standard deviation (maximum error) from
the UNESCO equation in the range of —2° < 8 < 10°C and 10 < S < 40pss.

1
6 _ - —Xy
10 P%—ZgAZ%p% s (513)
k 5 Y =5 XY
Pr-3 +Pl_1
1007, = 10°P, +¢ Z Mgy (k2 2), (5.14)
=2

%pk_%xy. (5.15)

k
106P_k =g Z Az, _
k=1
where ;T_%xy represents horizontally averaged density at (k — %)th level. In addition, the density averaged for the entire
model domain (p) is used as the reference density in the momentum equations instead of pg.

These quantities are evaluated at a time step interval specified by namelist nm1_calpp (Table 5.3) and should be stored
in a restart file to be used in the next run (Table 5.4). In the restart file, horizontally averaged density at tracer levels
(04 1 *Y), the density averaged for the entire model domain (p), pressures used for the equation of state (T_% and P_k) are
stored. The restart file has the following format:
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e Format of the restart file for the equation of state (nmlrs_density).
read(8) i1 dmn(km), ddmna, pm(km+1), pd(km)
integer(4) i1k, reck
real(8) :: density_array(3*km+2)
character(14) :: date = ’20010101000000° !- for 0:00z1]JAN2001
integer(4),parameter :: nu = 10 ! device number

open(nu, file=result/rs_density.’//date, form="unformatted’, &
& access=’direct’,recl=(3*km+2)*8)
read(nu, rec=1) density_array

close(nu)
reck = 0
do k =1, km
reck = reck + 1
dmn(k) = density_array(reck) ! horizontally averaged density
end do
reck = reck + 1
ddmna = density_array(reck) ! density averaged over the entire model domain

dok =1, km + 1

reck = reck + 1

pm(k) = density_array(reck) ! pressure at the tracer cell boundaries
end do
do k =1, km

reck = reck + 1

pd(k) = density_array(reck) ! pressure at the tracer levels

end do
N
Table5.3 namelist nml_calpp
variable name units description usage
nstep_calpp_interval 1 time step interval with which horizontally av- | required if CALPP
eraged density and pressure are evaluated for
the equation of state
Table5.4 namelist nml_density_run
variable name units description usage
1 rst_density_in logical | .true. : Read restart files specified by | default=1_rst_in of

nmlrs_density for the initial condition. nml_run_ini_state,
.false. : Start condition is calculated by the 3-D | see Table 25.5.
density field of the initial state.
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Chapter 6

Continuity equation

The mass (volume) fluxes, which are fundamental for estimating the advection of momentum and tracers, are calculated
on the basis of the finite difference expression of the continuity equation. Owing to the use of staggered grid arrangement,
the finite difference expression of the continuity equation differs for the T-cell and U-cell (Figure 6.1). In MRI.COM, the
mass continuity for the T-cell is primary (Sec. 6.2), and that for the U-cell is derived from the former by an averaging
operation (Sec. 6.3). By this, we can avoid spurious vertical mass fluxes for the U-cell continuity, which appear when the
U-cell continuity is calculated independently of the T-cell continuity, with the largest error magnitude increasing as the
grid size decreases (Webb, 1995).

To summarize the solution procedure, MRI.COM uses (6.12) to obtain WT under the boundary condition (6.11). Then,
WY is obtained by (6.27) using W7 . These are used for advection of tracers and momentum.

o 4

(@ (b)

i,j+1

—O O—

i1, j+1

itl,j

i+1/2, j+3/2

(©) ()

e %S N
é AL L
Vijan  U-celll

‘)
3/2:+1/2
Ui, |

i
|

i+1/2, j-1/2

- T

Figure6.1 Horizontal arrangement of variables for the continuity equation. (a) Relationship between T-cell and U-cell
(standard form). (b),(c) Relationship between T-cell and U-cell near the coast. (d) Diagonal square grid cell and mass
fluxes.

itl,j
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6.1 Semi-discrete form of the continuity equation

Among the related governing equations, the continuity equation (2.34),

0z — 9(zshyu) + 9(zshuv) + 0w’ _ 0, (6.1)
ot hyhy ou oy as
the free surface equation (2.38),
H 1 a(hyU) ad(h,V
Vn+H) 1 U) O _ p_pyRa, 6.2)
ot h”/’lw (3,[1 6lﬁ
and the tracer equations (2.35, 2.36)
0(z40) 1 a(zshwue) 6(Zshl1\19) 0(zsw*0)
=—z.V-F .
ar T hahy | on T aw |7 as 2V - Fo +2:00, 63)
0(zsS) 1 O(zshyuS)  0(zsh,vS) 0(zsw*S)
- - = — YV . F s N 64
ar Iy { o a7 s %V Fs+2:0s ©4

must be mutually consistent in order to keep sign-definiteness of tracers. Hereafter, since the z* coordinate system is used,
s is expressed as w* (Eq. 2.42). The purpose of this chapter is to explain how to integrate (6.1) vertically from the surface
in order to obtain w*. The surface boundary condition of Eq. (6.1) is

ZsWheg=—(P—E+R+1), (6.5)

based on (2.47). The surface flux of a state variable caused by the surface fresh water transport (r.h.s. of the above) is
treated as the surface boundary condition for the advection term of that state variable.

Before showing the finite difference equations for T-cell and U-cell, the vertical integration of (6.1) for the k-th vertical
level is performed as follows:

(zsW )k = (2w )p—1 + [Ask_l(ﬁzzs (6.6)

2

)] N 1 a(hl//AZk—%uk—%) . a(hllAzk—%vk—%)

huhy au Ay ’
where Az, _ 1 is the width of the (k — %)—th layer and As; _ 1 is the logical width of s of the (k — %)—th layer. Note also that
0¢zs 1s independent of depth as:

H+”)=‘9’—'7 6.7)

0
025 = — ,
s at( H H
using Eq. (2.41).

6.2 Finite difference expression for the T-cell continuity equation

In MRI.COM, vertical velocity is not computed but vertical transport is extensively used. The vertical transport for T-cell
is mathematically expressed as
WT = z,w*AAT (s), (6.8)

where AAT (s) is the horizontal area of a T-cell*.

We now integrate (6.6) over the T-cell, AA,-T]' L

1
2
T T T AS; k-4
= o BhRT
Wik =Wija-1+ AAi,j,k—%(a[n)l’] H
T T «T *T
+U", . -U", . + V™ -V 6.9
et Uit e Ve ~ Vi (6.9)
Here, the horizontal transport across the T-cell is used for the horizontal divergence term as shown in Fig. 6.1(a),
T =1(u.1 ol tua 1 1)Ay. 1 Az V*T =—(V~ 1 .1 +V. 1 ~|)A)C~~|AZ (6.10)
i+1,j T N itg.dts i+5,/-5 it5,]77 ij+i 2N its.Jts i=5,j+3 L+ = :

* Horizontal cross section of a T-cell is treated as constant throughout the cell, that is, vertically bounding walls are assumed to move with the cell
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Chapter 6  Continuity equation

However, if there are land cells, only the values of the sea cells are used as in Fig. 6.1(b) and (c). The surface boundary
condition for Wl.T’ i is based on Eq. (6.5) as follows:

14

T * T
W',j,o :zswszoAAi,j’%
=—(P—E+R+1)i,jAAile. (6.11)
2J3

With this condition and Eq. (6.9), WT can be obtained in order from k = 1.
As a supplement to this subsection, consistency of Eq. (6.9) with the free surface equation is checked. We sum up (6.9)
from the surface (k = 1) to the bottom (k = ktbtm) to obtain

1+
T T T +1 4l i+d, -1
W, ikom == (P—E+R+ I)AAI_’],’% + AAi’j’%(a,n)i,j +— 5 =AY
U_1 0+ U;_1 ) Voi..1+V._1 .1 Voi . 1+V._1 .1
—3.J+3 i—5,j—% i+5,j+5 i—5,j+5 i+5,j—5 i—5,j—%
— 2:J73 > 2 2Ayi—%,j + 2:J%3 5 2 2Axi,j+% _ 2:J72 5 2 2Axi,j—%’ (6.12)
where U and V indicate vertically-integrated transports. Since
W ioim = 05 (6.13)
we have,
AAL_TJ, L0 ; = (ws); ; + (transport_wflux); ;, (6.14)
gk ; .
where
Uirl j+i Uil - Uit it U121
(ws)i ;= ( 2 2 > 2 2 Ay,-+l ; 2 2 > 2 Ayi—l,j
V~+1~1+V~1~1 Voi . 1+V._1 .1
1+3.J%3 1=2.J%3 +3.J72 1=2:J73
¥ 5 A, o1 - 5 Ax oy ) (6.15)
and
(transport_wflux); ; = (P—E+R+1);, jAAl_Tj .- (6.16)
»Jo2
Thus, it is confirmed that an integrated form of (6.9) is consistent with the free surface equation (6.2).
Equation (6.14) can be used to describe the volume change of each cell, d(AVT)/dt.
at(AVT)i,j,k—% =AA?:j,k_%Asi,j,k—%(atzs)i,jv (6.17)
=AAT Ztihg
—AAi,.,',kféAsi,j,k—% i (6.18)
Asi,;’,k—l
=‘TZ ((ws);,; + (transport_wflux); ;). (6.19)

This relationship is used to predict the tracer value at the predictor step (Eq. 4.12).

6.3 Finite difference expression for the U-cell continuity equation
The finite difference expression of the continuity equation for a U-cell (i + % Jj+ %) is defined using those for T-cells
(Figure 6.1(a, b, and c)). Mass convergence in a U-cell, MCY, is given by

9 (AVT) 9 (AVT) 9 (AVT) 3 (AVT)

N 1 =
+5,j+5,k—5
AL Nijr-1 Niptjk-t Ny jie-1 Nist jst k-1

i,j. k=% i+l,j,k-1 i,j+1,k-1 i+, j+1,k-3

, (6.20)

based on (3.28). Here, Nl.’ k- is the number of sea grid cells around the T-point (i, j) in the (k — %)th layer. Usually,
N = 4 for T-cells away from land (Figure 6.1a), but N < 4 for the partial T-cells along coast lines (Figure 6.1b,c).
This equation means that MCY consists of the sum of the contributions from four surrounding T-cells, thinking that the
following relation is obtained from Eq. (6.9):

AV sy =UT UV

. 1
i-5.J,k=3 i+5,/.k=3 i,j—73.k=3

-W (6.21)

* T
- + W .
Vi,j+%,k—% i.j.k

—-55 -



6.3 Finite difference expression for the U-cell continuity equation

The standard form of the mass continuity, which applies for U-cells (i + % Jj+ %) away from coast lines, is as follows:

mcY =

P B |
i+5,j+5.k—5

[0 (AVT) ket + 0 (AVT )y 5yt + 0 (AVT), oyt + 0 (AVD) it (6.22)

Bl

Based on (6.7), (6.9) and (6.17), this can be rewritten as

U U U U
a’(AV )l+ ]+ Jk— (U +U j+1) ( i+1,j +Ut+1 ]+1) 5 (V +Vt+1 j) ( i,j+1 +1 ]+1)
U U
- Wi+%,j+%,k—1 + Wi+%,j+%,k' (6.23)
Terms U/, V7, and WU et e defined as follows:
2:J%7
Uil,]j = umi jAYi,jAZ, VU Vi, jAXi, jAZ, (6.24)
¥ Lo * 6.25
Umi,j 2(u+1 -+ul-_l])a vm"_z(vi,j+%+vi,j—%)’ (6.25)
N 1 . 1
I/tl_+1 j E(u&z J+ +ul+% /7%)’ i,j+l = 2( l+% j+% +vl—% J+%)’ (626)
1
U T
WH%J%,k = Z(Wi,j,k + Wi, gk T w! ij+Lk Tt Wi, i+, k) (6.27)

Note that WY is obtained by an averaging operation on W and also that the following equations are derived from (6.10)
and (6.24) for the standard form of the U-cell continuity:

1
U :_(UTTI -+U>»kT1 j)’

= _(V*T L+ vl*j D) (6.28)
The advecting velocity for momentum is based on (UY, VY, WV). All the above relationships hold for the cases with
variable grid sizes (Figure 3.1c).

Note that the r.h.s. of (6.23) does not give the exact volume tendency that would be obtained by following the definition
of the volume of a U-cell (3.26). This results in a local violation of momentum conservation, though the momentum is
globally conserved. We keep using the definition of the volume of a U-cell given by (3.26) because we do not want to use
the simple average of the volumes of T-cells similar to (6.20) for defining the control volume of a U-cell. This comes from
the need for a simple algebraic expression.

Finally, we discuss horizontal advection in this model from the perspective of advection classification. The r.h.s. of
(6.23) expresses the convergence of mass fluxes along the horizontal coordinate axes and it is completed as far as the
continuity equation is concerned. However, when the mass continuity is used to calculate the momentum advection, the
r.h.s. of (6.23) is rewritten as follows to express the convergence of the diagonal mass fluxes to the coordinate axes, and is
used together with its original form (6.23):

1
U N U U U
a’(AV )i+%,j+%,k7% _E(Ui,j +Vi, ) ( i+1,j+1 l+1 ]+1) t5 ( i,j+1 i,j+1) ( i+1,j Vl+1 j)
U U
B Wi+%,j+%,k 1 +Wz+2 JHik (6.29)
Let us explain the meaning taking the first term on the r.h.s. of (6.29),
1
U U _ = *T «T «T «T
Ui+ Vi = AW, +viE 0+ WL +V Db (6.30)

as an example, where (6.28) is used. If the flow is horizontally nondivergent, the horizontal mass fluxes U T and VT |
i Li=2
in the first term on the r.h.s. are expressed by streamfunction at two pairs of U-points, (i — 5, Jj+ 5) and (i — 2, j- %), and

(i- %, Jj- %) and (i + %, Jj- %), respectively. Then, their sum corresponds to the net mass flux crossing the diagonal section
connecting the two U-points (i — %, Jj+ %) and (i + %, Jj- %) (Figure 6.1d). The second term on the r.h.s. expresses the same
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Chapter 6  Continuity equation

quantity, though the route is different. Thus, multiplying by a factor of two, the r.h.s. of (6.29) means the horizontal mass
convergence in the diagonal square defined by four U-points (i — % Jj+ %) (i+ % j- %) (i + % j+ %) and (i + % j+ %)
Multiplying by a factor of %, the r.h.s. of (6.29) itself means the horizontal mass convergence in the U-cell (i + %, Jj+ %),
whose area is a half of that of the diagonal square.

Taking the first four terms on the r.h.s. of (6.23) as A, 1jsd and those of (6.29) as B,, 1jsls the standard form of the

continuity equation for the U-cell used for the calculation of the momentum advection is generally expressed as:

8, (AVY) @ A -wY +wY (6.31)

il o1 ] ’
it+5,j+5,k=1 i+5,j+5.k

1 ~ 1 1+BB..1
i+3,j+7.k=3 ivhjed TP Biny jid
where

a+p=1. (6.32)

As shown later in Chapter 8, (@, 8) = (2/3,1/3) for the generalized Arakawa scheme and (a, 8) = (1/2,1/2) for the
standardized form derived from the continuity equation generalized for arbitrary bottom topography. What Webb (1995)
proposed corresponds to (a, 8) = (1,0).
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Chapter 7

Equations of motion (barotropic component)

MRI.COM predicts the barotropic and baroclinic components (modes) of the equation of motion separately using mode
splitting (Sec. 2.2.2). In this chapter, we explain how to solve the barotropic component under the free-surface condtion
with z* vertical coordinate. This chapter contains an overview of mode splitting (Sec. 7.1), the governing equation of the
barotropic model (Sec. 7.2), numerical solving techniques of the model (Sec. 7.3), prognostification of the state variables
at the baroclinic time step (Sec. 7.4), and the time weighting factor (Sec. 7.5). In addition, a description of optional
horizontal diffusion of sea surface height (Sec. 7.6) and a discussion about the effects of mode splitting on the equation of
motion (Sec. 7.7) are included as appendices. Finally, we will briefly explain how to set the model (Sec. 7.8). The basic
formulation in this chapter is the same as MRI.COMv4, though the representation of the time difference was partially
changed with the introduction of the LFAM3 scheme in MRI.COMvVS5 (Sec. 4.3). See Chapter 6 of the MRI.COMv4
manual for barotropic models that were once used.

7.1 Overview of mode splitting

Before presenting the formulation of the barotropic model, an overview of the mode splitting process in MRL.COM is
given. Figure 7.1 presents schematics of the time integration of the barotropic mode and the relation with the baroclinic
mode. When the time integration of the baroclinic mode is performed from step n (f = t,)) tostepn+1 (t = t,41 =ty +At),
the corresponding time integration of the barotropic mode is carried out from step # to a step sometime beyond step 7 + 2
with the barotropic time interval Aty using the vertically integrated forcings (X, Y) at t = ¢, calculated in the program that
solves the baroclinic mode. A weighted average of the barotropic mode over the integration period is used to represent the
vertically integrated velocity U at ¢ = t,,41. On the other hand, sea level r is predicted from the continuity equation using
Uatthen + % step, instead of the time-weighted average of the barotropic model (See 7.4.1). See Sec. 4.3 for the role of
the barotropic model in the overall time integration scheme of MRI.COM.

7.2 Governing equations of the barotropic submodel

As described in Chapter 2, the prognostic variables in the free-surface barotropic model are the surface elevation (77) and
the vertically integrated velocity (U and V) given by Eq. (2.66). The prognostic equations are obtained by integrating
momentum and continuity equations vertically.

The momentum equations, Eqgs. (2.67) and (2.68), are re-written:

ou (n+H) d(pa + pogn)

= _fV == X, 7.1

ot ! pohy ou * .1
ov (n+H) d(pa + pogn)

—_— U=- Y, 7.2

ar pohy o 7.2)

—61 -



7.3 Time integration on barotropic time levels

baroclinic time level

n n+1/2 n+l1

| Aty | Aty | "

. 2 2

depth-integrated
properties
n n n+1/2 n+1/2 n+1 n+1
XY u Vv u Vv
weighted average (bm) weighted average (am)

0.05 T T T T T T T
0.04 B
0.03 | o am .

002 | !7777@777%\ /// \ .
001 F /7\\ \
o ////// \ \\

001 L | I | I | I | Lo o s o n | PR | I

Aty barotropic time level

Figure7.1 Schematic figure of the time integration of the barotropic mode and its time-filtering procedure. The
weights, a,,, and b,;,, are for t,,,1 and ¢ nals respectively.
2

where

N N Oh,  Ohy
X EZFM = _VH (Z(AZ(H V)I/t)k 1) Z[h /’l(/, ( — Wv)]k 1Azk7%
k=

1 2

’ 8 z :
Z‘ng#ds ]Azk_% h FTh,u p Z/‘ Azk 1+ z 4(AZ horz)k—f +F§urfAZ' +Fb0ttomAZN—f (7.3)
1 k=1
2

k k- k=1

N N N

Y= =-Vu - ( (Az(u, v)v) _l) + [ (—”u— —v)] Az 1

“ % ) Lilhyghy \ oy o ) r-1 "k
N 1 1 0 g N

N : d’]A, __& olhe, 1+ S (AzF +FY Az +FY Ay .
;[PO hy /Skl R pohy ;[p Z¢/] “k-4 Z( < horz)k—l surf %L bottom <N -1

2

(7.4)

Note that the surface atmospheric pressure p, is omitted in the remainder of this chapter. In MRI.COM, the surface
atmospheric pressure is not included unless explicitly specified by SLP option.
The continuity equation, Eq. (2.71), is re-written:

o, 1 [0hyU) O(hY)
or " hyhy | ou oy

where P is precipitation (positive downward), E is evaporation (positive upward), R is the river discharge rate (positive
into the ocean), and 7 is the mass exchange with the sea ice model (positive into the ocean).

}z(P—E+R+I), (7.5)

7.3 Time integration on barotropic time levels

The barotropic model is solved under the governing equations, Eqs. (7.1), (7.2) and (7.5). We adopt the "Euler forward-
backward" scheme, which is a stable and economical numerical scheme for linear gravity wave equations without advection
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Figure7.2 Grid arrangement of the barotropic model

terms (Mesinger and Arakawa, 1976). This scheme is more stable than the leap-frog scheme. The time step can be doubled
for the linear gravity wave equations. In this numerical scheme, either the continuity equation or the momentum equation
is calculated first, and then the estimated values are used for calculating the remaining equations. In the procedure
of MRI.COM, the surface elevation is first calculated using the continuity equation, Eq. (7.5); the calculated surface
elevation is then used to calculate the pressure gradient terms of the momentum equations, Egs. (7.1) and (7.2). (Killworth
et al. (1991) recommended using the Euler backward (Matsuno) scheme for the free surface model except for the tidal
problem. The Euler-backward scheme damps higher modes and is more stable. However, the computer burden increases
considerably because this scheme calculates the equations twice for one time step. In MRI.COM, stable solutions are
efficiently obtained by using the Euler forward-backward scheme because the time filter is applied for the barotropic mode.)

Figure 7.2 illustrates the grid arrangement of the barotropic submodel. The variable 7 is defined at T-points, and the
variables U and V are defined at U-points. Forcing terms (X and Y) in Egs. (7.1) and (7.2) are calculated in the subroutine
for the baroclinic component and defined at U-points.

The finite-difference expression of the continuity equation (Eq. 7.5) is

(m;. ;= 1i.j) 1 —y —
- + BuhyU )i j+ (6yhyV )ij|l=(P—E+R+1);, (7.6)
Aty (hﬂhl,b)i,j ulty J Yt J J
where the subscripts are labeled on the basis of T-points. The variable 7;,; is located at T-points, and the variables U, 1 el
and V,, 14l are located at U-points. (They are located at (i + %’ i+ %) on the basis of T-points; see Figure 3.3). The
finite-differencing and averaging operators are defined as follows:
SA = Ay ~ Ay SA L= Air1 — Ay
e e N uiipl = T
Api 2 Aﬂi+%
A1 +A 1
——u _ vy TRy u_ Al tA;
A; =#, AH% =—" (7.7)

The same applies to . In the program codes, the above equation is multiplied by the area of a T-cell (ASt; ; = (AxAy); ; =
(huAphyAY); ;)
(lr.y = 10.)AST 1 = Ar{ (P = E+ R+ 1)y jAST
i 7ad TH oH
_ (AyH%’jUH%,j - Ayi_%JUl._%’j) - (Ax,.,ﬁ. Vi = AV é)} (7.8)

Averaging operators are defined the same way as the previous ones. This equation is used to obtain the new surface
elevation, 7, I

After obtaining ’I;, i the momentum equations, Egs. (7.1) and (7.2), are solved. A longer time step can be used when
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7.4 Prognostication of state variables at the baroclinic time level

the semi-implicit scheme is applied for the Coriolis terms in the momentum equations. Their finite-difference forms are

Wi “Ybnt) SV iy tVidid) gy oy i) = 19)
— = — n. 1 1+X 1.1 .
Attr 2 (h#)i+%,j+% K its5,j+5 +5,]+3
, / =¥
Wietgog “Virtand) SO tUbint) gyt = 7.10)
+ =- Mgl 1+ Y1 o1 .
Aty ) (hlﬁ)i+%,j+% Y ivs, j+3 i+5,j+5
Next, we solve these equations for U;+1 1 and V;+1 e Let the r.h.s. of the above equations be GX and GY. Multiplying
2.J%3 3-J+2
both sides by At, we have
) Aty
Wieg o 7 Virdied) =77 Wi iy # Vi ju) = AeG i 1D
(v -V .1)+fAt”(U’ +U..1 ..1)=AtyGY. 1 .. (7.12)
vl j+d i+7.j+3 2 i+d,j+d it3,j+3 U ik g :
leading to
, fAte fAty
i+%,j+% - 5 Vi+%,j+% = Ui+%,j+% TVH%’ﬁ'% +AttrGX[+%,j+%, (7.13)
, Aty fAty
Vi+%,j+% + > Ui+%,j+% _Vi+%,j+% - > Ui+%,j+% +AttrGYi+%,J-+%- (7.14)

Letting the r.h.s. of the above equations be RX and RY, we may derive expressions for U/,Jrl 1 and V,’Jrl 138 follows:
3073 2:0%3

’ _ fAttr fAtt]‘ 2

Uiy o = {RX,\y oy + . R, b {1+ (<5 L (7.15)
, F AL fAtyg o

Vit = {RYH%,H% - rRXH%,ﬁ%}/h +(559) } (7.16)

In the model, the time evolutions of 77, U and V are obtained from ¢ = ¢,, (the initial value) to the barotropic time level M*
(Fig. 7.1) under the finite difference equations, Eqs. (7.8), (7.15) and (7.16).

7.4 Prognostication of state variables at the baroclinic time level

In the split-explicit method, the state at the next baroclinic time level is obtained by using the solution of the barotropic
mode explained in the previous section. To do this, an appropriate time-filtering is necessary. The velocity at the baroclinic
time level uses the time-filtered barotropic state as the depth averaged velocity.

7.4.1  Weighted averaging to obtain a barotropic state at the baroclinic time level

The main purpose of solving the barotropic submodel on proceeding from the baroclinic time level of ¢ = #,, is to obtain
the barotropic state variables n, U, and V at ¢ = #,11. To achieve this, starting from ¢ = ¢, the governing equations of
the barotropic submodel are integrated slightly beyond ¢ = t,,; to compute the barotropic state variables as a weighted
average of those at barotropic time levels.

First, the barotropic current (U™, V"*1) at t = t,,,; is calculated by the following weighting average:

M* M*
Ut = Z aU™, V'l = Z amV™, (7.17)
m=1 m=1

using a time-weighting factor a,,, where U™ and V" are instantaneous state variables at the barotropic time level 7 = 7,,.
On the other hand, the surface height at t = t,,,1, ’**!, is computed by (7.5) using a central difference scheme as

n+l _ .n

n Ui

T _—0 — v.u™i+(P-E+R+1), (7.18)
Al‘cl
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Lo . . . —_
where U2 at time step n + % is obtained by the following weighting average:

M* M*
Uttt = Z b, U™, V™I = Z b, V™. (7.19)

This is to make the surface height equation be consistent with the continuity equations in a vertical column (Leclair and
Madec, 2009). The time weighting factors, a,,, and b,,, are given in Sec. 7.5.

7.4.2 Update of 3-D state variables at the baroclinic time level

With the surface elevation 7, at ¢t = t,41, the height of the vertical column and the volume of the grid cells in the column
are determined (see Chapter 3). Once the volume is determined, 3D state variables at ¢ = #,,41 are obtained. The velocity
field is computed as follows:

m+l ymtly s computed using the tendency terms computed by the

e A provisional baroclinic velocity field (u
baroclinic module.

* The provisional velocity (u
velocity is computed.

 The vertical mean velocity is subtracted from the provisional velocity first and the actual mean velocity based on

(U™!, v+ is added instead in order to yield the final velocity field (u"*!, v**1).

m+l ymtly s integrated over the whole column and the vertical mean of the provisional

As explained in Sec. 7.7, these operatlons correspond to the expression for the velocity at the (n + 1)th time step in the
tendency term (for example, u, k-1 —u’ + (u)™! of Egs. (7.55) and (7.56)).

Because Eq. (7.18) is consistent with the continuity equation for the T-cell, computation of tendency of tracer due to
advection is both conservative and constancy preserving. This method guarantees that tracer is conserved both globally
and locally.

Note that body forcing for the uppermost layer such as wind-forcing and restoration of temperature and salinity to the
prescribed values may act differently for grid cells with different width. The body force for the uppermost layer becomes

ou 0 1 (T, T
(_”,_")) -y e *”), (7.20)
ot 0t /lk=} po Az 1
where (7,,7y) are the wind stress at the surface (momentum flux), and Az1 is the variable thickness of the uppermost

layer. Thus, the uppermost layer is more accelerated when this layer is thmner than the standard value.
When the restoring condition is applied at the surface, the corresponding temperature and salinity fluxes are

1 00 F?
Fl=——(0-0z2:, —| = ..+—, 7.21
< 79( ) Z% ot k=] AZ% ( )
1 N FS
FS =——(S—-SAz1, — == 7.22
< 'ys( ) Z% ot y Az ( )

2
Thus, the temperature and salinity are more strongly restored to the prescribed values when this layer is thinner than the
standard value.

7.5 Time-average weighting function

From MRI.COM version 4, we use a weighted average for the baroclinic time level, as explained by Shchepetkin and
McWilliams (2005). Derivation of the weighting functions, a,, and b,,, for U in Eqs. (7.17) and (7.19), is briefly
summarized in this section.

First, a weighting shape function to calculate variables at ¢ = #, is denoted with {a,,}. This must satisfy discrete
normalization and centroid conditions,

M* M*
Z am = 1, Z may, = 2M, (7.23)
m=1 m=1

where 2M is the ratio between barotropic-baroclinic time step (2M = At /Aty), and M* is the last index at which a,,, > 0,
where 2M < M*. The weighted averaging is designed so that aliasing between barotropic and baroclinic modes is
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7.6 Horizontal diffusivity of sea surface height (option)

suppressed as well. With a set of {a,, }, state variables at the baroclinic time level #,,,| is computed by Eq. (7.17) and

o
= a™. (7.24)

m=1

To be consistent with the continuity equation at baroclinic time levels, the vertically integrated continuity equation must

satisfy

n+l _ n

n n

T~ _ _y.yms, 7.5
Atg ( )

The flow field at # = 7,1 can be determined accordingly. Assuming that the vertically integrated continuity equation is
2
advanced in time as

nm+1 _ 77m ol
—:—V-Um 2, 726
Aty (7.26)
we may obtain the expression for " as
m—1
"= = A Y| VUM (7.27)
m’=0

Inserting this into Eq. (7.17) and after some manipulations, which is detailed in Shchepetkin and McWilliams (2005), we
have

e
nn+l — 770 _ AIC]V . Z bm’Um,_%, (728)
m’=1
where ° = 5" and
e
1
b = 50 Z/am. (7.29)
m=m

M* M*
U™t =3 by U, VI = Y b, v (7.30)
m=1 m=1
We require that a set of {b,,} satisfies
M* M*
bn=1, mb, =M, (7.31)
m=1 m=1

as well as Eq. (7.23).
Specific shape of the weighting function (a,,) for r = m/2M, (1 < m < M*) is given as follows:

P q
o=l () 1= ()] 2)
70 70 70
where p = 2, g = 2, r = 0.2346283, and Ag and 7 are chosen to satisfy normalization conditions (7.23) and (7.31)
iteratively. The initial guess for Ag and 79 is given as follows:
_(p+2)(p+q+2)
(p+D(p+qg+1)

Approximate shape of {a,,} and {b,,} are shown by red and blue lines of Figure 7.1.

A() = 1, T0 (733)

7.6 Horizontal diffusivity of sea surface height (option)

The null mode, or checkerboard pattern, would appear in the sea surface height field commonly in the Arakawa B-grid
models. For the purpose of suppressing this mode, a weak horizontal diffusion of sea surface height may be included in
the vertically integrated continuity equation,

o, 1 [0hyU) 8(hV)
ot " huhy | on oy

}:D(n)+(P—E+R+I) (7.34)
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where D is the diffusion operator (Chapter 12.9 in Griffies (2004)). The diffusion operator mixes a sea surface height in
each direction of the model coordinates with the harmonic scheme. The specific form of the harmonic-type diffusivity is
represented as follows:

1 0 (hyku dn d [(hukn dn
o0 =i Ao o) 50 5 (739
dhyF"!  OhuF)
_ ! Ll A (7.36)
hohy | O o

where kp is the horizontal diffusion coefficients and the diffusive fluxes are represented by

B = _("_H@,K_Ha_")_ (1.37)

Therefore, continuity equation may be rewritten as follows:

+
ot hphl//

onp 1 [dlhyU+ED] 0lhu(V+F))]
o o * oy

}:(P—E+R+I). (7.38)

If the horizontal diffusivity is non-zero for sea surface height, U* = U + F ;47 andV* =V +F :p] are treated as the vertically
integrated transport velocity, which are divided by the column height to replace the vertical mean velocity based on (U, V)
which have been contained in the 3-D velocity field used to advect momentum and tracers. It should be noted that additional
restart files are necessary when horizontal diffusion is applied to SSH. This is because (F,/, F zZ) are needed to obtain sea
surface height for the new time step. MRI.COM provides namelist nmlrs_ssh_dflx_x and nmlrs_ssh_dflx_y for this
purpose.

7.7 The momentum equation modified by the mode splitting

In this appendix, the discretized momentum equation for the 3-D velocity field under the split-explicit method will be
derived. This is to clarify the difference from the one for the 3-D velocity under a normal, fully explicit discretizing
method. Let us consider reconstructing the flow field of (7.30) from the momentum equation for the barotropic submodel.
In the following, we adopted a simple time stepping scheme (forward scheme) and conceptual notations for representing
time levels. Because specific expressions will depend upon the choice of time stepping algorithm, the following equations
do not necessarily correspond to the time stepping methods used in the model. But this discrepancy is not essential.

At barotropic time levels, momentum equations are advanced in time as follows:

H) o m+i
Um+1 U+ Attrfvm-'—% _ Attr (77 + ) (pa +P0377) 2 + A[er, (739)
pohy ou
+H) 0(pa + mt3
Vm+l =Vm _ AttrfUm+% _ Attr (T] ) (pa pOgn) 2 + A[trY, (740)
pohy o

where -] m+3 is an approximate value of () at the time level of m + %, which is dependent on the choice of the time stepping
scheme.
Successive summation of (7.39) and (7.40) over m = [0,m — 1] yields

m—1 m—1

_ / H) d(p., |
U™ =00+ A Y fVE - At Y [(” +H)9(p +p°g")] ?  mALX, (7.41)
m’'=0 =0 pohl‘ au
m-—1 m—1 sl
’ + H 6 + m+y
v =VO - At > U - At Y [(" ) 9patp Og")] ® 4 mALY, (7.42)
m’=0 m’'=0 pOhlp (9(//
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Applying the time averaging procedure of (7.30) yields

Mt
<U>n+1 = Z mem (743)
m=1
M* m M* m M*
=004 A Y b Y VTR = At Y Vb Y [("J’H)a(p“p‘)g")] K £ mbuteX, (7.44)
- tr m tr m poh 0/1 metra s .
m=1 m’=1 m=1 m’'=1 H m=1
M
vyl = Z b V" (7.45)
m=1
@ H) e+ pogm) E] K
:vo_mﬁz Z Fum Attrz b Z[ o g ] + 3 mbunY, (7.46)
m=1 m' =1 m=1
which are rearranged to have a form
H) d(pa +3
<U>n+1 =U0 +Atclf<<v>>n+% _ Atcl<< (Z*‘h ) (p ;ﬂpogﬂ) >>” 2 +A101Xn, (7.47)
0" u
H)d nty
(VY Z VO Ay FUY) _Atcl<<(n+ ) 9(Pa +,00877)>> * Ay, (7.48)
pohy oy

where ()2 = S0, b Sy ()72,

On the other hand, the baroclinic momentum equation where surface pressure gradient term is dropped is

uk_%Az;:l% —uy ,Az f ]
— n+s n
Ao = flviciAzg 1172 + F, (7.49)
V/ AZ"+1 —yt AZ?
k=3 k=3 k=% k=% il "
Al = —f[uk,%AZk,%] 2+ Fy. (7.50)

This is vertically summed up to give

Z;cvzl(u;( L "”)—Zk 1(“k 'Azk é) N

v = £ Az ] 1+ X7 (7.51)
¢ k=1
S v lAz”“ ) —Zszl(vz_%AZZ_%) N o~
A —f Dl 1Az 1Y (7.52)
¢ k=1

X" and Y" are removed from (7.47), (7.48), (7.51), and (7.52) to give

SR ()™ Az ) = XL, (), Azt .y ] 9 b
o L - D vy yag vt - (VL) 2P pogi) )
k=1

At Pohy o
(7.53)
n+l n+ly _ vN ’ n+l
Zk 1(<V> AZ ) Zk:l(Vk_%AZk_% =_f<<U>>"+%+fi[u Az 1]"+% _<<(77+H) (9(pa+pog77)>>"+i
Atcl pr k=3 "k pohy oy
(7.54)
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This is combined with (7.49) and (7.50) to give

’ R n+l n+l _ n n
(”k—; u +(u) )Azk% ukf%Azk% B A n+l "+%ZA tl n+l g n+l
Az, (n+H) 8(pa + pogn) \\"*>
- ({ a ) (7.55)
nn+l +H pOh,u (9/1 a
’ % n+l1 n+l _ n n
(Vk; v+ () )Azk_; vk_%Azk_% ) A n+l n+le l el g n+l
Atc] __f[uk_% Zk_%:l +f[u] 2 Zk—% _f<<u>> Zk_%
AZ”+1 1
k—l H n+s
B ! <<(n +H) d(pa +pogn)>> L (7.56)
"+ H\\ pohy, oy v

where ﬁz denotes the thickness weighted vertical average. This is the momentum balance for the total velocity field
under the mode-splitting scheme. In comparison with (7.49) and (7.50), the correction terms appear in the tendency and
Coriolis terms owing to the use of the split-explicit method. In the tendency term on the Lh.s., the vertically averaged
velocity (;Z, 72) is replaced by the prediction of the barotropic model ((u)"*!, (v)"*!). Likewise on the r.h.s., the Coriolis
term takes a form in which vertical average for [u,, 1 ]"+% is replaced by ((u))'”%.

7.8 Usage

Behavior of the barotropic model at run time is specified by the three namelist blocks shown on Tables 7.1 through 7.3.
For the initial condition of the model, restart files must be prepared for five variables: sea surface height, X- and Y-ward
barotropic transports, and X- and Y-ward transports due to SSH diffusion.

In addition, following model options are available.

SLP: Sea surface is elevated/depressed according to surface atmospheric pressure

Give atmospheric sea-level pressure, p, in (7.1) and (7.2), to the model by namelist nm1_force_data (See Table
14.4).

FSVISC: Explicit viscosity is added to the barotropic momentum equation

Specify the horizontal viscosity coefficient by namelist nml1_barotropic_visc_horz. See Section 7.3 for the
time discretization method.

See docs/README .Namelist for namelist details.

Table7.1 Namelist nml_barotropic_model for the specifying basic features of the barotropic model (see Section 7.8)

variable units description usage
dt_barotropic_sec sec time step interval required

Table7.2 Namelist nml_barotropic_run for starting the barotropic model (see Section 7.8)

variable units description usage
1 _rst_barotropic_in logical | read initial restart for sea surface | default=1_rst_in
and transport or not
1_rst_barotropic_dflx_in | logical | read initial restart for diffusive | default=1_rst_barotropic_in
flux of SSH or not (Section 7.6)

Table7.3 Namelist nml_barotropic_diff for specifying SSH diffusion (see Section 7.8)

variable units description usage
ssh_diff cm2ps cm?s~T | diffusivity for SSH (Section 7.6) default = zero
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Chapter 8

Equations of motion (baroclinic component)

This chapter explains how to solve the baroclinic momentum equations (2.76) and (2.77), which are re-written:

A(zsu) 1 [0(zshyuu) O(zshyvu)| = d(zgsu) v (Oh,  Ohy
+ + + + 25 —u———v| -z fv
ot huhy ou oy as huhy \ 0y ou
1 9 / T, gp’ 0z
=-z—— (8 pldz) = zs————=
pohy 0/1( 2(2%) ) pohy du
1 1 0 (vy Ou
+ 25— (V * Thorizontal strain)u + Zs — 7= (_V_), 8.1
Lo Zs 0s\ zg Os
a(ZsV)_'_ 1 B(ZA\-]’Z,/,MV) + a(zshyvv) + 0(zs8v) +2, u C()hlpv 3 %u _—
ot hyhy ou oy ds huhy \ Op oy
1 9 / T, gp’ 0z
=—Z1s 18 de — s
pPohy Oy ( 2(z) ) pohy Oy
1 1 0 (vy Ov
+ 25— (V  Thorizontal strain) v > +Zs — 5= (_V _) (8.2)
po 75 05\ z5 Os

The advection terms are explained in Section 8.1, the pressure gradient terms in Section 8.2, the viscosity terms in Section
8.3 and the Coriolis terms in Section 8.4. Finally, Section 8.5 explains usage. The purpose of this chapter is to find the
temporary velocity (u’,v’) shown by Eqs. (2.78) and (2.79). See Section 2.2.2 for the procedure to obtain the absolute
velocity (u, v) based on (u’,v’).

One of the unique characteristics of MRI.COM’s momentum advection terms is that there are oblique exchanges of
momentum between U-cells that share only a corner. This scheme enables the flow field around and over the bottom
topography to be naturally expressed. Furthermore, quasi-enstrophies, (du/dy)? and (dv/0x)?, for the U-cells away
from land are conserved in calculating the momentum advection for horizontally non-divergent flows. The description of
momentum advection in Section 8.1 is based on Ishizaki and Motoi (1999).

The discrete expressions for the viscosity terms in the momentum equations are based on generalized orthogonal
coordinates. A harmonic operator is used as the default assuming a no-slip condition on the land-sea boundaries. A
biharmonic operator (VISBIHARM option) and a parameterization of viscosity as a function of deformation rate (SMAGOR
option) may also be used.

8.1 Advection terms

Chapter 6 demonstrated that the mass fluxes used for calculating momentum advection are identical to those for the
mass continuity of the U-cell, and that they are obtained by an averaging operation (6.20) of those for the T-cell mass
continuity (6.21). This is the preliminaries for constructing the general mass flux form over an arbitrary bottom and coastal
topography. Its vertical part can express diagonally upward mass fluxes over bottom relief and its horizontal part can
express horizontally diagonal mass fluxes along coast lines (Ishizaki and Motoi, 1999).

Here we explain how to obtain the mass fluxes used in the momentum advection and how to get the finite difference
expression of the advection terms.

The horizontal subscript indices of variables are integers for the T-point (i, j), and therefore, (i + %, Jj+ %) for the
U-point. In the vertical direction, integer k is used for the level of the vertical mass fluxes and the level for the T- and
U-points a half vertical grid size lower is expressed by k + % (Figure 3.3(a)).
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8.1.1 Vertical mass fluxes and its momentum advection

Following (6.20), the vertical mass flux at the upper surface, level k, of the U-cell (i + l,j + l, k + %), Wi[i%,j+%,k’ is
defined by surrounding W7 as

T T T T
—U Wi,j,k Wi+1,j,k Wi,j+1,k Wi+1,j+1,k
Wicl il g = + + + , (8.3)
RN N. . 1 N. .. 1 N. . 1 N. .. 1
i,j,k+5 i+1,j,k+5 i,j+1,k+5 i+1,j+1,k+5
. . . . 1
where N; jk+d 1 the number of sea grid cells around the T-point 7; ; in layer k + 5.
On the other hand, the vertical mass flux at the bottom surface, level k, of the U-cell (i + %, Jj+ l, k — %), (W'L+]‘ L is
t+3,]+7,
defined as
T T T T
U _ Wi,j,k Wi+l,j,k Wi,j+l,k Wi+l,j+],k 8.4)
R i . .
3.J+7,k L. Lo . L
Bty Nt,j,k—% N1+1,J,k—% Nl,]+1,k—% N1+1,]+1,k—%
. . . —U
Though W' are continuous at the boundary of vertically adjacent T-cells, W,,1 ;.1 , and WY, seem to be
i+3.J+7.k i1, j+d.k
discontinuous at the boundary when N are vertically different, for example, N; el < N, j.k—1» over the bottom relief.
k43 k=3

However, this apparent discrepancy can be consistently interpreted by introducing diagonally upward or downward mass
fluxes as shown below.

a. One-dimensional variation of bottom relief

We first consider a case in which the bottom depth varies in one direction like a staircase and a barotropic current flows
from the left to the right over the topography. Figure 8.1(a) indicates the mass continuity for T-cells to conserve barotropy
in shallow regions (the U-points are just intermediate between T-points) . Figure 8.1(b) depicts the mass continuity for
U-cells, derived from those for adjacent T-cells. Except for fluxes just on the bottom slope, each flux is obtained as a mean
value of neighboring fluxes for T-cells. Just on the bottom slope, we must introduce a flux that flows along the slope to
ensure mass continuity. The lowermost U-cells at the slope have nonzero vertical flux at the bottom. The barotropy of the
flow and the distribution of vertical velocity are thereby kept reasonable for U-cell fluxes.

(@) (b)
uv U,V U,V U,V u,v U,V U,V Uu.vV
T T T T T T T T T
I I I I I I I I I
el ey s it s i
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Figure8.1 (a) Two-dimensional mass fluxes for T-cells on a stair-like topography. (b) Two-dimensional mass fluxes
for U-cells on the same topography.

b. Two-dimensional variation of bottom depth

The diagonally upward or downward mass fluxes introduced in the previous simple case are generalized for flows over
bottom topography that varies two-dimensionally. For simplicity, we consider a two-layer case without losing generality.
First, we consider three examples of bottom relief, and then generalize the results.

BMExample 1 Consider a case in which all cells are sea cells in the upper and lower layers except for cell d in the lower
layer (cell d;) (Figure 8.2). We use suffixes / and u to designate the lower and the upper layer. The central T-point and
T-cell are represented by A. The vertical mass flux W7 should be continuous at the interface between cells A; and A,,,
though the area of cell A; (3/4 measured in grid area units) differs from that of A,, (1 unit). Let us consider how this T-cell
mass flux W7 should be distributed to the mass flux WY of neighboring cells represented by a, b, ¢, and d. In the lower
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layer, Wr is shared by three cells, a;, b;, and ¢;, so the contribution of WT to each WY is WT /3, but in the upper layer,
it is W7 /4 because part of Wy should also be shared by WY at cell d,,. Here WY at the bottom of cell d,, is no longer
zero. Therefore, W7 /4 of the wT /3 shared by each of the three lower sea grid cells a;, b;, and ¢; is purely vertical, and
the remaining wT /12 (= WT /3 — WT /4) flows to cell d,, through the interface. Gathering these diagonal fluxes from
the lower three cells, the total amount entering cell d,, is certainly W /4 (=W' /12 x 3). The advected momentum value
should be the mean of those at the starting and ending cells of the flux, if the centered difference scheme is used, which is
necessary to conserve the total kinetic energy.

UPPER LOWER
O O O 0]
Cu du cl 4
L R X L / !
oo | .
I R Vol B I 2
e A |
i o °© | P© °© |
VS X S R X
bu au bi al
O O O O
© 1/4W' © 13W'

— 13W' — 1/4W'= 1/12W'

Figure8.2 First example of land-sea patterns, in which all four upper cells are sea cells, with three sea cells and one
land cell in the lower layer.

BMExample 2 Next, consider an example in which only by is a sea cell in the lower layer, and all four cells are sea cells
in the upper layer (Figure 8.3). In the lower layer, W7 is shared only by b; but in the upper layer, it is shared by all four
cells. Therefore, WT /4 of WT at cell by is carried vertically upward and the remaining 3W7' /4 is distributed to the other
three cells in the upper layer (a,, ¢,, and d,,), each receiving wT /4.

BMExample 3 A third example holds that the upper layer also has land area. In this example, cells ¢;, d;, and d,, are land
cells and the others are sea cells (Figure 8.4). In the lower layer, W is shared by two cells (a; and b;) while it is shared by
three cells (a,, b,,, and ¢,,) in the upper layer. Therefore, from each of a; and b;, W /3 of W7 /2 goes vertically upward
and the remaining W7 /6 (= W' /2—WT /3) goes diagonally upward to cell ¢, with a total amount of W7 /3 (= W7 /6% 2).

c. Generalization

The relationship between the land-sea distribution and the vertically and diagonally upward fluxes stated above is gener-
alized for an arbitrary land-sea distribution. Assume cell d; is a land but cell d,, is a sea cell and consider the diagonally
upward fluxes coming to cell d,. We take N; as the number of sea cells around point A in the lower layer and N,, as
the number in the upper layer (1 < N; < N, < 4). Each cell in the lower layer carries W7 /N;, and WT /N, of it goes
vertically upward. The remaining

W? /N, =W /N, = WE (N, = Np)/(NiNy,) (8.5)

should be distributed as diagonally upward fluxes to sea cells in the upper layer at which the lower layer is land. The
number of such upper sea cells is N,, — N; including cell d,,. Thus, each diagonally upward flux coming to cell d,, is

W (N = N)/(NiNu) % 1/ (N = Np) = WE/(NiN). (8.6)
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Figure8.3 Second example of land-sea patterns, in which all four upper cells are sea cells, with one sea cell and three
land cells in the lower layer.
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Figure8.4 Third example of land-sea patterns, in which one of the upper cells is a land cell, with two land and two
sea cells in the lower layer.

The number of such fluxes coming to the cell d,, is Ny, so their total is

WT /(N;N,) x Ny = W /N,,. (8.7)

Based on these discussions we understand the difference between (8.3) and (8.4).
We regard the name of each cell such as a; also as a land-sea index. If we assume that a; = 1(0) when cell a; is a sea
(land) cell, then the diagonally upward mass flux and momentum flux coming from cell a; to cell d,, are

aW! /(N/N,) and  ayW" (uy, +ua,)/(2N;Ny), (8.8)

where u,, and uq, are the velocity at cells a; and d,,, respectively. Purely vertical mass flux and momentum flux from cell

—74 —



Chapter 8  Equations of motion (baroclinic component)

ay to cell a,, are expressed as
aW' /N, and aW' (uy +u,,)/(2N,), (8.9)

respectively, where u,, is the velocity at cell a,,. Similar formulations apply to cells b; and ¢;.

Mass and momentum fluxes for W7 at other T-points around cell d,, should be calculated similarly to complete vertically
and diagonally upward momentum advections around cell d,,. When N,, = N;, diagonally upward fluxes need not be
considered and only vertical fluxes (8.9) apply.

To summarize, the discrete expression for the vertical flux of zonal momentum that is transported into a U-cell at
(i+ %,j + %, k — %) through its bottom, FL,'+%,,-+%,,C(M), is given as follows:

T T T T
F 1 Wi,j,k Wi+1,j,k Wi,j+1,k Wi+1,j+l,k 2.10
Lind bk (0 =5 (it ot ot il i iay) X | Y Y * 5 (8.10)
i,j.k—% i+l,j,k—1 i,j+1,k-1 i+1,j+1,k-1
€t et k-t (L= €t st gp1)
+
2
Hei—%,j—%,k+% (g b ek U1 ot t) F €t it gt (Uil gt ot F g1 500 1)
T
Wi ik
+ €il j+d ket (”i+%,j+%,k—% + ui—%,j+%,k+%) X N.

i k3 i g k-3

+ . . . . +u. . +e..3 . . . +u., 3
{€l+%,]_5,k+%(MH%,”%J{_% Uigd jodged) F €3 ot et (Mgl gyt ot + 103 51 1)

T
Wi+1,j,k

te 3 i+%,j+%,k+%)} X N.

. +u
i+l j k3 ikl j k-1

i3 a1 1(u. 1.1
i+5,j+5.k+5 \Wit5,j+5,

+ +e, 1 3 i\U 1 o] L+ U; 1 a3 ]
l—§,j+§,k+§( i+5,j+5.k—5 1—5,]+§,k+§)

T
Wi,j+l,k

+y€, 1 o1 1\ UL a1 LU 1 1]
< 1—5,]+§,k+§( i+5,j+5.k—5 1—5,]+§,k+§)

te i+%,j+%,k+%)} X N.

_1+u N
: i,j+ 1k Vi k-1

il 2.3 1(u. 1 2.1
i+5,j+5,k+5 \Wit5,j+5,

+ {ei+%,j+%,k+% (et b ek i3 ok ed) F €0t 3 i (Uit ot gy + 14

1 -, 3 ])
2 +3.Jty.k+s

+ e 3

i+§,j+%,k+%)} X N.

T
Wi+1,j+1,k ]
i+l j+ L k+ 5 Vil jr L k-1

i 3 .3 1\U 1 -1 1+ u
l+§,j+§,k+§( i+5,j+5,k—5

wheree;, 1jeda-d is the land-sea index for a U-cell (unity for sea and zero for land). Note that diagonally upward/downward

momentum fluxes may only occur for a U-cell with the sea floor underneath. The momentum fluxes entering and leaving
the cells at the lower level (k = k + %) are individually added or removed from the cell when calculating them.

8.1.2 Horizontal mass flux and its momentum advection

a. Horizontal mass fluxes

We next consider the generalization of the U-cell horizontal mass fluxes for arbitrary coast lines, in order to derive
the horizontal momentum advection. To do this, we start with the generalization of the T-cell mass continuity (6.21).
Assuming that e;, 1+l is a land-sea index (unity for sea and zero for land) for U-cell (i + %, Jj+ %), the general formulae

for U*T, and V*T | are given as
i+5,] i,j+3

1
T _ *
i3 T3 ik ¥ ik ey DY A
v —l(e L i te 1 WV Ax 1Az (8.11)
i,j+1 T \Vimg.j+s A TVAS RS P St IV As R ’

where, u’,‘+l cand v* 1 are the zonal and meridional velocity at the eastern and northern side boundary of a T-cell (i, j)
i i,j+5

(Eq. 6.26). However, if2 there are any land cells, only the values at the sea cells are used as in the calculation of Eq. (6.10).
Here we neglect the vertical subscript (k — % .
Substituting these formulae into the T-cell mass continuity (6.21), the X (zonal) component of the mass continuity for
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U-cell (i + % Jj+ %) (6.20), XMCf_{rl el multiplied by its own land-sea signature e; 1, is expressed as
2
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Here, recalling
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we have,
( 1 1 )( )
-+ e.. 1 1+e. 1 1
Nl j N[+1 j l+§,j7§ l+§,j+§
L - )
= — (e _1 1 t+e. - 1+e;,
Nij 1=5,]=3 1=5,]+3 Nl 1 ,J—* J"’f
(8.14)
and
( 1 1 )( )
- + —(€.,1 ;1 +€..1 .. 3
Nij+s1 Nit1,j+ "2t "t
L (e, ) - ——( )
= — 1+e. 1 3)— ———(e..3 .1 +e.. 3 .. 3).
5.J+7 —3.J+5 +3,j+5 +3,j+3
Nijwr o 727 =2 Nipijer - 2070 0T
(8.15)

—-76 —



Chapter 8  Equations of motion (baroclinic component)

Thus, based on (6.24) and (6.25),
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(8.16)

Adding the Y (meridional) component, YMC (the expression is omitted here), to the above formula, we obtain the

horizontal part of the U-cell mass continuity, HMC, as fol

HMCY
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Assuming mass fluxes Mg, MN, MNE, MsEg as follows:
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Here, Mg and My are axis-parallel mass fluxes, and Mg and Mgg are horizontally diagonal ones (Figure 8.5).
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Figure8.5 Distribution of generalized mass fluxes for U-cell (i + 1/2, j + 1/2)

If we derive the formula for the standard case from (8.17) (all of N are 4),

1
U U U U
HMCHZ _]+ E [E(U '+U' j+1) ( i+1 ] +l ]+l)

U
t3 (V +V /+]) ( i+1 / +l j+])]

1
—(U, VY - —(UU +VY, 1)

2 i+1,j+1

VU

( ij+l = i,j+1) ( i+1, ] i+l j)] (8.20)

This expression means that the horizontal mass flux convergence is a mean of those of the axis-parallel mass fluxes
(6.23) and of the diagonal ones (6.29). However, their weighting factors @ and S are both 1/2 in the present case, while
(a, B) = (2/3,1/3) for the generalized Arakawa scheme, which conserves quasi-enstrophy such as (§v/6x)? and (6u/8y)>
in a horizontally non-divergent flow.

b. Horizontal momentum advection

For the standard case away from land, we have the freedom to choose weights (@ : ) for averaging the convergences of
the axis-parallel and the horizontally diagonal mass fluxes, as long as @ + 8 = 1, as seen in (8.20). In MRI.COM « = 2/3
and B = 1/3 are chosen for the standard case so that the momentum advection terms lead to the generalized Arakawa
scheme. In this case the zonal momentum advection term is expressed by convergence of the horizontal momentum fluxes
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Chapter 8  Equations of motion (baroclinic component)

Table8.1 Definition of a land-sea index, the index identifying each case (column A), the coefficient of U; U . in the

axis-parallel mass flux (column B), and the coefficient of U UJ in the horizontally diagonal mass flux (column C), for
eight combinations of indices a, b, and ¢ in Figure 8.2b (see the main text). Cell d is assumed to be a sea cell, and the
momentum advection by means of UlUJ into and from cell d is generalized. Note that UIUJ is identically zero for cases
Sand 8 (b=¢c=0).

B C
Coefficient of Ul.[fj Coeflicient of U; U
CASE | Land-sea index (axis-parallel) (horizontally- dlagonal)
n a b c A + X
1 1 1 1 abc 1/3 1/6
2 1 1 0 ab(l -c¢) 0 1/3
3 1 0 1 ab(1 - b)c 1/3 0
4 0 1 1 (1 —a)be 1/3 1/3
5 1 0 0 - 0 0
6 01 0 (I-a)b(l-c¢) 0 12
7 0 0 1 (I —a)(1-b)c 1/2 0
8 0 0 O - 0 0
as follows:
2711 U U
CADi+%,j+%(u) = 3 z(ui—%,j+% + Uil ]+‘) (U Ui,j+])
1
- E(ui+%,j+% + u1+ ]+l) ( i+1,j U+l ]+1)
1
+ E(MH% ]—% tu l+ j+]) (V +V, l+] j)
1 1 U
- z(ui+%,j+% Tl ]+z)2(v gt Vi+1,j+1)]
171

3 Wiajod +lig o)
1

(”z+ g+ +u1+2 ]+z) (Uz+1 LJj+l +Vz+1 ]+1)
1 U
+ E(ui+%’j+% +Ml 2) (Uz Lj+1 Vi,j+1)
1
E(ui+%,j+2 Uppd j——) (U}, i+l ~ z+1])] (8.21)

This scheme under Arakawa’s B-grid arrangement conserves the quasi-enstrophies ((du/dy)? and (dv/dx)?) in a hori-
zontally non-divergent flow.

To merge the generalized Arakawa scheme for the standard case into the general form of the horizontal mass flux
expressed in Figure 8.5 and related momentum flux, let us examine the axis-parallel and horizontally diagonal mass flux
associated with Ul.L’/j, taking topography into account. Look at Figure 8.2b, where letters a, b, ¢, and d designate the
land-sea index and names of U-cells. Cell d is assumed to be a sea cell (d = 1). We analyze two kinds of mass fluxes
associated with U; U under different combinations of a, b, and ¢ (eight cases), as indicated in the first column in Table 8.1.
Column (A) corresponds to an index, which is unity for its own combination and zero for all other combinations. Column
(B) lists the coefficient of Uil’]j in the axis-parallel mass flux of the U-cell mass continuity (8.17). Column (C) indicates

the coeflicient of U; U . in the horizontally diagonal mass flux of (8.17).

The generalized coefﬁ01ent of U; U in the axis-parallel mass flux (c;) is obtained by summing the product of A and B
over the eight cases. Similarly, the generahzed coeflicient in the horizontally diagonal mass flux (c,) is obtained by the
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summing the product of A and C. That is,

1
c1 = Z A,B,, = ~c(ab—a~bs3)
1

and

8
1
¢ =ZAnCn = bG-a-o).
n=1

8.1 Advection terms

(8.22)

Then, the axis-parallel and the horizontally diagonal flux of zonal momentum (u) related with Ul.l{j, multiplied by the

land-sea index d, are

d

E(uc + ud)clUi’ (uc +uq)— cd(ab a-— b+3)Ul s
and

d

E(ub + ud)CZUL = (ub +uq)= bd(3 a— C) i

respectively.
The resultant momentum fluxes are as follows:
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Finally, convergence of the horizontal momentum fluxes is written as
AD. 1 . =F - K + F; - F
CAD, oy (0) =Fy, |, ()= Fi, )+ Py, (0=Fx,, (W)

+ Ing, (1) = FNE,,, ., (W) + FSE, ., (1) — FsE,,, ().

(8.23)

(8.24)

(8.25)

(8.26)

(8.27)

A(zshyvu)

This is the discrete expression for the advection term of the zonal momentum lhw {a(z a}f“u)
"
finite volume method (equations being integrated over a U-cell).
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Chapter 8  Equations of motion (baroclinic component)

8.2 Pressure gradient term

In the split-explicit solution method, the pressure gradient term of the horizontal momentum equation is separated into
barotropic (fast) and baroclinic (slow) terms (Eq. 2.56). Its form is

pressure perturbation geopotential
—_—
1 1 T, gp’
—Vs(pa +gpon) +—Vs [g P dZ] + Vsz . (8.28)
Po Po z(s) Po
—————
fast slow

Here, we use symbol s to indicate z* for brevity, and so Vg means V-. These three terms correspond to the first, second,
and third terms in the r.h.s. of (8.1) and (8.2). From the perspective of the momentum conservation, the finite difference
of the pressure gradient terms should be expressed so that the pressure at the interface of adjacent cells is common, giving
only boundary pressures after horizontal integration. This is not difficult for the barotropic mode. The baroclinic mode
should be considered carefully. Among the baroclinic terms in (8.28), the former is called the pressure perturbation term
and the latter is called the geopotential term.

Because sea-floor depth is defined at U-cells in MRI.COM, it is not necessary to consider the horizontal gradient of
the sea floor in calculating the pressure gradient for a bottom U-cell unlike o-coordinate models and possibly the depth-
coordinate models that employ staggered grid arrangements different from MRI.COM. This makes the finite difference
expression simple, and the pressure gradient error may be expected to be small. However, this simplicity does not hold for
the bottom boundary layer (BBL). The treatment of the pressure gradient term for BBL is explained in Chapter 16.

|
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Figure8.6 Illustration of a vertical slice through a set of grid cells in the x-z plane for z* coordinate. The center point
in each cell (o) is a velocity point, and the pressure gradient term is calculated at this point. The cross (X) is a tracer
point, and pressure is calculated here. The triangle (A), whose z* value is that of the adjacent U-point of the bottom
U-cell, is the hydrostatic pressure point which is used to evaluate pressure gradient for the bottom U-cell.

a. Discretization of the pressure perturbation term

Figure 8.6 shows the grid points on the x-z plane relevant to calculating pressure gradient terms. Pressures are defined
on T-points. Because the actual vertical integration distances are different between adjacent T-points for z* coordinate,
it is appropriate to differentiate pressures after computing them at T-points rather than vertically integrating the pressure
gradient as in z coordinate. However, the round-off error due to the differentiation of vertically integrated quantity would
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8.2 Pressure gradient term

increase with depth. To avoid this, we add contribution from the integration over one vertical grid to the pressure gradient
term at the upper vertical level, as explained below.
Introducing pressure perturbation p’, the pressure perturbation term in Eq. (8.28) is expressed as

1 n 1
—V, [g/ p'dz] =—Vp/, (8.29)
00 2(s) 00
n
where p’ :g/ p'dz. (8.30)
z(s)

A simple discrete expression would be given as follows (1/pg is omitted):

’ ’ ’ ’ ’ ’ ’ ’
i+l,j+l,k—%+pi+],j,k—% pi,j+],k—%+Pi,j,k—% pi+],j+l,k—%+pi,j+l,k—% pi+],j,k—%+pi,j,k—%
N 2 ~ 2 N 2 - 2
Vep )it o1, 1 =X + 8.31
( .Yp )1+§’J+§’k_§ A)C L y Ay L > ( )
i+3,j+3 i+3,j+3
k-1 (dzt), k-1
’ _ ’ ’ >/ Ty
where Pijr-t —3;@ )i,j,l—%(dzt)i,j,l—% +g(p )i,j,k—% 3 (8.32)

However, because density perturbation (p”) would generally take similar values in adjacent grids, the pressure perturbation
(p”) would also take similar values in adjacent grids. The round-off error caused by differentiation would increase with
the depth. To avoid this round-off error, we use another discrete expression given as follows:

!’ !’ ’ ’
(Vs ivt jad ot = (VsP)igt sl g3 + {(Vsp Jisd jab it = (Vsp )i%,,-%,k_%}

APLyt it ko1 AP f kot _ AP} i k1 AP i
B , N 2
= (VsP)ist jul o3 +X A
i+3,j+3
AP ik 1 POP jaikr BPi a1 MAPL
+§ 2 2 , (8.33)
Ayi+%,j+%
where
(dzt); ;4 (dzt); ;4
Api k-1 =D, -p; =8P jri————+8(P); j ot (8.34)
i,j, k=1 i,j,k—% i,j,k—% i,j,k=3 2 i,j,k=3 2

b. Discretization of the geopotential term

The geopotential term is also discretized so that a round-off error is minimized. Considering that the time-dependent part
of the actual depth z = z(s) is due to the perturbation (z’(s)) from the state of rest (zo(s)) caused by the sea level variation,
taking differentiation for z(s) at depth is not quite accurate owing to the numerical round-off. Then we separate the actual
depth as z(s) = zo(s) + z’(s) and only use z’(s) for horizontal gradient of geopotential, that is,

8’

Vo= 22V, (s). (8.35)
PO PO

Here, we used the fact that the depth of the constant s-surface is flat at the state of rest, i.e. Vyzo(s) = 0. (Again, we cannot
use this simplicity for the bottom boundary layer. See Chapter 16 for details.) Then, the term is differentiated as

[8,0 Vsz']
Po

1]
i+3,j+3
/ / ’ ’ ’ / ’ ’ / / ’ ’ ’ / ’ ’
Pivt j1Pij Zivt,j %, Pivlj+1Pi je1 Zivt jr1 =% 4 Pi i1 Piy Zi 1%y Pixt je1 TPty Zivl j1 il j
+ +
2 Ax. | 2 Ax. | 2 Ay. . | 2 Ay.
i+ l,j+7

:i{[ 5.0 i+}, 41 A]+[ i+l jrl A”
2 > X > VARE

(8.36)

Here, we follow the expression presented in Section 3.3.1 of the reference manual of GFDL-MOM.

— 82 —



Chapter 8  Equations of motion (baroclinic component)

c. The sea-floor grid (except for bottom boundary layer)

Owing to the introduction of the partial cell, the grid width of the bottom U-cell may depend on the horizontal position.
The pressure gradient term in (8.28) is the gradient of pressure on constant s(z*)-surface. Thus, the pressure gradient
force on a partial U-cell is evaluated using the pressure perturbation p’ obtained by integrating to the depth where velocity
is defined on z* coordinate (the central depth of the bottom U-cell). These are the points with triangle (A) symbols in
Figure 3.6.

To calculate the pressure gradient, the actual depth of the vertical level where velocity is defined for the bottom U-cell
(s = skU: o) TSt bE obtained at all four corner T-points of a U-cell. Here, these are determined using the ratio of the half

width of a U-cell %ASU to the width of a T-cell AsT :

U _ T —A T Asllcjbtm (8 37)
Lbtm = Zkbtm—1 Lebtm AT .

)

kbtm

The depth anomaly used for computing geopotential gradient anomaly may be obtained in the same way:

U /T /T Aslg?tm
2 kpim = 2 kom—1 ~ AZ kpim AT (8.38)

kbtm

The finite difference expression for horizontal gradient is formally the same as (8.33) and (8.36). However, the vertical
integration to obtain p’ is performed to the depth where velocity is defined for the bottom U-cell. Geopotential term is
evaluated using a depth anomaly of s(z*)-surface. Thus, on the same vertical level, the algorism is different depending on
whether it is bottom cell or not.

8.3 Viscosity

The viscosity in an ocean general circulation model seeks to attenuate numerical noise rather than parameterizing the
subgrid-scale momentum transport. The momentum advection scheme should conserve the total kinetic energy in the
general three-dimensional flows and the total enstrophy in the two-dimensional flows. Therefore, spatially and temporally
centered discretization should be used, although this inevitably produces near-grid-size noise accompanying numerical
dispersion. In eddy-resolving models, the current velocity and the numerical noise are greater than those of eddy-less
models. A biharmonic viscosity scheme has been widely used to reduce numerical noise while maintaining the eddy
structure.

The viscosity term is represented by V' and is calculated separately in the lateral and vertical directions, i.e., the fourth
and fifth terms, respectively, on the r.h.s. of (8.1) and (8.2). For horizontal viscosity, the harmonic (default) or biharmonic
(VISBIHARM option) scheme can be selected. Anisotropy of viscosity with respect to the flow direction can be applied
(VISANISO option) when harmonic viscosity is chosen. The viscosity coefficient is a constant by default but can be
determined as a function of local velocity gradients and grid-size (SMAGOR option).

For vertical viscosity, the harmonic scheme is used and the local coefficient is the larger one of the background constant
and the value calculated from a turbulence closure scheme. A parameterization of bottom friction (Weatherly et al., 1980)
is adopted at the lowest layer.

8.3.1 Horizontal viscosity

The specific form for harmonic viscosity is shown here. Horizontal tension D7 and shear Dg are defined as follows:

0 u 0 v
Dr =h — | =-hy—1—], (8.39)
! whﬂa/‘ (hw) " hydy (h,,)
0 v 0 u
Ds=hy—]—|—|+hpy——|—]. (8.40)
> wh#a/‘ (hw) thall’ (h/t)
The viscosity terms are
1 0 1 0
V= ——— (K —— (K , 8.41
2, hudp ( w‘TT)+ 12 hy O ( ﬂ”S) (841)
1 0 1 0
= ———(hjos) - ———(hror), 8.42
W 7 h#é),u( 4os) 72 g0 (o) (8.42)



8.3 Viscosity

where or = vgDr and os = vy Dg, and vy is the horizontal viscosity coefficient. The above representation of the
viscous term was derived by Bryan (1969) and is consistent with Smagorinsky (1963).

If we take h, = 1, hy, = 1, the coordinate system is Cartesian. In this case, the viscosity term is reduced to the Laplacian
form if the viscosity coefficient is a constant. In the geographic coordinate system, where (u,¥) = (A, ¢), hy = acos ¢,

and hy = a, tension and shear are
1 o6u 10v v
Dr = = — —— — —tang, 8.43
T acosp 0l ad¢ a an ¢ 84

1 dv 10u u
Dg = — 4+ ——+ —tan¢. 8.44
S acos¢p 0l ad¢p a an¢ (844)
The viscosity terms in this case are

1 0 10 2tan ¢
YV, = — ——05 — , 8.45
acosqbé?/lo- +a8¢o-s s a ( )

1 0 10 2tan ¢
V, = —g — —— , 8.46
acosqﬁ(')/lo-s a8¢O-T+0-T a ( )

where the third term on the r.h.s. is called the metric term.

When biharmonic viscosity is used (VISBIHARM option), the above operation is repeated twice using a viscosity
coefficient vpg . The terms V,, and V, given by (8.41) and (8.42) are sign-reversed and substituted as « and v in equations
(8.39) and (8.40). A biharmonic scheme dissipates noise only on scales near the grid size. This scale selectivity allows the
explicitly represented eddies to survive without unphysical damping in eddy-resolving models, although we must note that
a biharmonic operator produces overshootings and spurious oscillations of variables (Delhez and Deleersnijder, 2007). A
biharmonic viscosity scheme is not suitable for coarse resolution models that cannot resolve mesoscale eddies.

A non-slip condition is used for the side boundaries of topography by default in MRI.COM. A free-slip condition
assuming zero viscosity there is also available.

8.3.2 Horizontal anisotropic viscosity (VISANISO)

Smith and McWilliams (2003) proposed a method of making a harmonic viscosity scheme anisotropic in an arbitrary
direction. Setting or and o5 in equations (8.41) and (8.42) to

1 2 2
or \_|{ 3(vo+v1) 0O _ —2nuny my, -y, Dr
( oS ) B [( 0 i + (o = vi)mny ni - n?// 2n,ny Ds |’ (847)

where fi = (n,, ny) is a unit vector in an arbitrary direction and vq (v1) is the viscosity coefficient parallel (perpendicular)
to fi. When VISANISO option is selected, fi is set to the direction of local flow in MRI.COM. Given the harmonic viscosity
only in the direction of flow (v; = 0), the numerical noise is erased while the swift currents and eddy structures are
maintained.

The following is a note on usage. The behavior of this scheme is specified at run time by namelist nm1_visaniso (Table
8.2). The ratio v;/vg should be given by cc® (default value is 0.2). The ratio at the lateral boundary should be given by
ccl (default value is 0.5). When the variable flgvisequator is set as a positive number in the namelist, the ratio v|/vg
is tapered linearly from cc® at the latitude flgvisequator (in degrees) to vis_factor_equator at the Equator. The
ratio is not tapered when a negative number is set, and the default value of flgvisequator is —1.

Table8.2 Namelist nml_visaniso anisotropic horizontal viscosity

variable units description usage
ccO® 1 the factor of anisotropy in viscosity; perpendicular / par- | default = 0.2
allel (v1/vg) to the flow
ccl 1 the factor (v /vy) at lateral boundary default = 0.5
figvisequator degree | the factor is tapered toward the Equator; when |LAT| < | default = —1 (no
latitude | flgvisequator [deg] tapering)
vis_factor_equator 1 the factor at Equator when flgvisequator > 0 default = 0.0
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Chapter 8  Equations of motion (baroclinic component)

8.3.3 Smagorinsky parameterization for horizontal viscosity (SMAGOR option)

To give the necessary but minimum viscosity to reduce numerical noise, the viscosity coeflicient is made proportional to
the local deformation rate (SMAGOR option; Smagorinsky, 1963; Griffies and Hallberg, 2000). When this parameterization
is used with the biharmonic scheme, the scale selectivity of the viscosity scheme becomes more effective.

Defining deformation rate |D|:
|D| = \|D3 + Dz, (8.48)

the viscosity coefficients are set as follows:

2
CApi
vH =(—m) |D|, (8.49)
T
Ar2nin
VBH =—¢~ VH: (8.50)

where C (smagor_scale) is a dimensionless scaling parameter set by considering numerical stability and Ap;, is the
smaller of the zonal and meridional grid widths.
The parameter C should be selected to satisfy the following conditions.
e Restriction of grid Reynolds number:

Ami
vy > U ‘; (8.51)
e Restriction on the width of the lateral boundary layer:
v > BAD . (8.52)
e CFL condition:
A%,
/= 8.53
I yve (8.53)

where 8 = df /dy is the meridional gradient of the Coriolis parameter. Scaling the deformation rate |D| by U/Apin gives
the condition for stability: C > x/ V2 ~ 2.2 from (8.51) (Griffies and Hallberg, 2000).
Behavior of this scheme at run time is specified by namelist nm1_smagor, whose components are listed on Table 8.3.

Table8.3 Namelist nml_smagor for Smagorinsky parameterization of horizontal viscosity coefficient

variable units description usage
smagor_scale 1 scaling factor coefficient default = —1.0
smagor_diff ratio 1 ratio for diffusivity to scaling factor of viscosity | required
(valid only when SMAGHD is specified)
1_smagor_nonzero_bg logical | Use background viscosity as given by default = .false.
nml_baroclinic_visc_horz (Table 8.4)

8.3.4 Discretization of the horizontal viscosity term

Using the notations

SA = Ay~ Ainy S A = Aijat = Ai )
AL Au > Oyl Ay ’
61A,JEAH%,].—AI>_%], 0jA;ij = A 1+%_Ai,.i—%’
and
mﬂ = %(Ai—% i +Ai+% i rjlp = %(Ai,j—% +Ai,j+%)’
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8.3 Viscosity

deformation rates are discretized as follows:

Y H
Dy =i s (i) ] s (l) ,
h;u j hl// ij hlﬁl J hll i.j
¢ T M
o)., oo (i)
Dg; j =—=6, + Oy | — . (8.54)
P iy M\ hy ht/ftj hul; ;

Horizontal viscosity forces of (8.41) and (8.42) are discretized as follows:

1
Frivs ot :AVHL el
3.J%3
x | 5——: (AyAzhwvHDT ) P S (AxAzh viDs ) ,
h i+5.j+5 2 ‘ K i+, j+1
Yitd,j+1 Hivl j+
1
Bt =av 855
i+4, i+l
1 P ——Y 1 2 M
X 2—61 (AyAZhlpVHDS ) 61 (A)CAZh VHDT )
h i+5.j+3 2 H i+4,j+%
with j+li 2 Hivl j+d

The non-slip condition at the side boundaries of topography is discretized as follows. When the grid point (i — %, Jj+ %)
is defined as a (vertically partial) land (Figure 8.7a), the velocity gradients at the wall are calculated as follows:

(au) _ui+%,j+%

ox i+l A)Cl_] ’
(@) s s (8.56)
Ox i+l Ax;;

where Ax[_J is the length between the points (i, j + %) and (i+ 1,/ + %). The contribution of this wall to the force is:

1 Uipl j4l

w - _ 2-Jt3
Fy i+1 j+t T 2 Ayi,j+;AZz J+]h¢/l 1 ]VHL—E J A— >

AV r ooihyt o Ax;

+3,]+3 i+5,j+3 z+2 j+

1 Viel iyl

w — 2:J%3

Fy i+l j+d - 2 Ayi,j+lAZt j+—hw VHl—— N — ’ (857)
2:J%73 AVi+l j+lh¢'i+1 il A)C i+l el
2:J72 7-Jt3 22772
where AZ; ; i+ is the wall height.

8.3.5 Vertical viscosity

Only the harmonic scheme is considered. The vertical momentum flux is assumed to be proportional to the vertical
gradient of velocity. For the upper part of a U-cell at the (k — %)th vertical level, the momentum flux (positive upward) is

calculated as follows:
ou U3 — U1
—|vy— = —Vypo—————,
v BZ k-1 v Azk—l

where Azp_1 = (AZk-% + Azk_%)/z, AZk—% is the thickness of the U-cell (dzu), and v, is the vertical viscosity coefficient.
Similarly, the momentum flux in the lower part of the U-cell is calculated as follows:

ou UL —Upyd
- VV_ = _V\)k—a
0z ) Azg

where v, is set to zero if the (k + %)th level is the solid Earth. The bottom friction is calculated independently (see the

next subsection). Also note that the variations of the grid thickness due to the partial bottom cell and the undulation of the
sea surface are not considered when evaluating fluxes for simplicity.
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Figure8.7 (a) A schematic distribution of grids for horizontal viscosity. Upper: Plan view. Lower: Side view. The
shadings denote solid earth. (b) A schematic distribution of grids for vertical viscosity. Side views. Left: The lower
adjacent layer (k + %) has a sea bed. Right: The U-cell (k — %) has a sea bed.

To calculate viscosity, the divergence of the momentum flux is first calculated. The expression for the vertical viscosity

term is B B
9 (,, 2 (v 52)ic = O ggd _ Yokt (ag ~tey) - okl = i) (5.:58)
_VV_ = — = p— - p— .
dz\ " 0z)k-3 Azy_y Azk-1Az;_) Azkhzy_y

where the variation of the grid thickness for the U-cell due to the partial bottom cell is now taken into account and is
represented by Az, that is, Azk_% = Azk_% - Azk_% (Figure 8.7(b)). Note that the first term on the r.h.s. of equation (8.58)

is set to zero in calculating the viscosity term for the vertical level of % (k = 1). See section 14.1 for sea surface wind
stress. For the vertical viscosity coefficient v,,, MRI.COM uses the larger of the value predicted by a turbulent closure

scheme and a background one.
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8.4 Coriolis term

8.3.6 Bottom friction

When a U-cell in the (k — %)th layer contains solid earth (Figure 8.7(b) right), the stress from the lower boundary (72, T;’ )
is calculated following Weatherly (1972). The specific expression is as follows:

b .
Ty [ 5 cosfy —sinfy Up_1
b =  —poCom, (U +v . s
( Ty ) k-1 k-4 | sinfy cos 0y Vil

where Cyyy is @ dimensionless constant. Viscous stress at the lower boundary has a magnitude proportional to the square
of the flow speed at the U-cell and an angle (6 + 7) relative to the flow direction.
In MRI.COM,

1.225x 1073
+r/18 rad (= 10°),

Cbtm
0o

where 6 is positive (negative) in the northern (southern) hemisphere. This value of Cyyy is based on previous research
about the ratio of the friction velocity, u*, to the geostrophic current velocity in the internal region, V,, (specifically,
0.035 is used after the median value of the range reported in Section 4a of Weatherly (1972)), and the relation equation,
Corm = (u*/ Vg)z. The variables are designated in the model as Cyy,, = abtm, cos 6y = bcs, and sin(+6y) = isgn * bsn,
where isgn = 1 in the northern hemisphere and isgn = —1 in the southern hemisphere.

8.4 Coriolis term

Because MRI.COM employs Arakawa B-grid arrangement, both of the horizontal components of velocity are defined at
the same point. Coriolis term is evaluated by using the middle time level for the leap-frog scheme and the start time level
for the Euler-backward scheme.

8.5 Usage

Runtime behavior of the baroclinic mode in the default settings is specified by the five namelist blocks (some of them are
optional) shown on Tables 8.4 through 8.8. For the initial condition of the 3D velocity field, restart file must be prepared
for X- and Y-ward velocities.

In addition, following model options are available.

BIHARMONIC or VISBIHARM: Biharmonic horizontal viscosity is used instead of harmonic viscosity
Specify visc_horz_cmdps [cm*sec™!] instead of visc_horz_cm2ps [cm?sec™!] in namelist
nml_baroclinic_visc_horz. See Section 8.3.1 for detail.

VISANISO: Anisotropic viscosity coefficients are used
Specify the coefficients by nml_visaniso (Table 8.2). See Section 8.3.2 for detail.

SMAGOR or SMAGHD: Smagorinsky parameterization is used for horizontal viscosity
Specify nml_smagor (Table 8.3) for factors of the Smagorinsky parameterization. See Section 8.3.3 for detail.

VIS9P: Nine points are used in computing viscosity
Five points are used by default.

See docs/README.Namelist for namelist details.

Table8.4 Namelist nml_baroclinic_visc_horz (required) for the horizontal viscosity (see Section 8.5)

variable units description usage

visc_horz_cm2ps cm?sec™! | horizontal viscosity (v in Section | required
8.3.1)

Continued on next page
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Chapter 8  Equations of motion (baroclinic component)

Table 8.4 — continued from previous page

variable units description usage
file_visc_horz_2d cm?sec”! | 2D distribution of viscosity optional (This overwrites
visc_horz_cm2ps.)
slip_factor factor 0.d0 means no-slip condition, while | default = 0.d0 (only valid with
1.dO slip (Section 8.3.1) VIS9P option)

Table8.5 Namelist nml_visc_vert_bg (optional) for vertical viscosity (see Section 8.5)

variable units description usage

visc_vert_bg_cm2ps cm”sec™! | background vertical viscosity (v, in | default = 1.d0
Section 8.3.5)

Table8.6 Namelist nml_bottom_friction (optional) for the bottom friction (see Section 8.5)

variable units description usage
btmfrc_scale 1 Chm 1n Section 8.3.6 default = 1.225d-3
btmfrc_angle_deg degree 6o default = 1.d1
file_btm frc_2d file name | 2D distribution of Cyiy optional (This overwrites
btmfrc_scale)

Table8.7 Namelist nml_hvisc_add (optional) for additional horizonta viscosity (see Section 8.5)

variable units description usage
1 hvisc_add_harmonic logical use additional harmonic viscosity or | default = .false.
not
file_hvisc_harmonic | cm?sec™! | 2D distribution of viscosity file name

Table8.8 Namelist nml_baroclinic_run (optional) for starting the baroclinic mode (see Section 8.5)

variable units description usage

1_rst_baroclinic_in logical read initial restart for 3D velocity or | default=1_rst_in
not
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Chapter 9

Tracer advection-diffusion equation

In this chapter, we explain the advection-diffusion equation, which is the governing equation of the tracers including
potential temperature and salinity.

9.1 The advection-diffusion equation

The equations for potential temperature and salinity, Eqs. (2.35) and (2.36), are re-written:

0(zs6) 1 8(Zshl//u9) a(Zsh,uve) 0(z556) 0
=72,V -Fy+2,0°, 1
ar " huhy { o aw |7 as 2V - Fo+2,0 ©-h
9(z5S) 1 (0(zshyuS) 0(zsh,vS)|  9(z4$S) s
= 2,V -Fs+2,0%. 2
ar " hahy { au o | as 2V Fs+2.0 ©-2)

Representing 6 and S with a general variable 7', they become a common advection-diffusion equation,

0(zsT) 1 8(Zshz//uT) 6(Zsh/tVT) 0(zs3T) T
- 2V -Fr 42,07, 9.3
o huhy { on v | as V- Fr+2,0 ©-3)

where Q7 indicates the source or sink term for 7. If the advection term is expressed as A(T), the horizontal diffusion
term Dy (T), and the vertical diffusion term Dy (T),

9 (;.;T) = A(T) + Dy (T) + Dy (T) +2,0" ©04)

AT - ‘h:hw {a(zs;zlfuT) . 6(zsah;vT)} B a(gsz) (9.5)
Do) = _h:hw {a(hng;) . a(h,:;;Fg)} ©9.6)
Dy (1) = -2 ©7

Chapter 10, 11 and 12 explain the numerical treatments of A(T), Dy (T) and Dy (T), respectively. It should be noted
that horizontal diffusion and vertical diffusion are treated together in the derivation of isopycnal diffusion (Sec. 11.3) as

D(T) = Dy (T) + Dy (T). 9.8)

(In this case as well, diffusion is divided into Dy (T') and Dy (T) in the program code.)

Since the hydrostatic approximation is used, an unstable stratification should be removed somehow. Generally, we assume
that vertical convection occurs instantaneously to remove unstable stratification. We call this convective adjustment, which
is explained in Section 12.2. One might also choose to mix tracers by setting the local vertical diffusion coefficient to a
large value such as 10000 cm? s™! where stratification is unstable. In this case, the tracer equation should be solved using
the partial implicit method, which is described in Section 23.5.
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9.2 Boundary conditions

9.2 Boundary conditions

The boundary conditions of tracers can also be represented in common. The sea surface and bottom boundary conditions
for 6 and S are shown by Eqs. (2.23), (2.24) and (2.25). These can be generally expressed as follows:

or
vl =Fl . (9.9)
or r
—Kv (9_Z|z*=—H =Lbottom? (9.10)

where Fszrf is the surface flux (positive downward), while Fl; om 18 the bottom flux (positive upward). At side walls, the

boundary condition (Eq. 2.26) is given for the n direction, which is perpendicular to the wall, as

oT
—=0 9.11
o .11

9.3 Various tracers

Tracers governed by the advection-diffusion equation are not only 6 and S. Passive tracers such as CFCs and age tracers
(Chapter 20), and state variables of biogeochemical models (Chapter 19) are also tracers. Though time evolution of them
is obtained by the common governing equation, Eq. (9.3), the boundary conditions and Q7 are different. In addition,
appropriate numerical schemes for advection and diffusion can change depending on tracer characteristics. MRI.COM
allows individual flexible specifications for various tracers in the model. See Chapter 13 for details.
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Chapter 10

Tracer advection schemes

This chapter describes the following tracer advection schemes available in MRI.COM.

» The weighted upcurrent scheme (Section 10.2)

¢ The Quadratic Upstream Interpolation for Convective Kinematics (QUICK; Leonard, 1979, Section 10.3)

* A combination of the QUICK with Estimated Streaming Terms (QUICKEST; Leonard, 1979, Section 10.3) for
vertical advection and the Uniformly Third-Order Polynomial Interpolation Algorithm (UTOPIA; Leonard et al.,
1993, Section 10.4) for horizontal advection

¢ The Second Order Moment (SOM; Prather, 1986, Section 10.5) scheme

¢ The Piecewise Parabolic Method (PPM; Colella and Woodward, 1984, Section 10.6) scheme

The Multidimensional Positive Definite Advection Transport Algorithm (MPDATA; Smolarkiewicz and Margolin,

1998, Section 10.7) scheme

The default advection scheme for MRI.COM is a weighted upcurrent scheme, and the others are optional. Different
advection schemes can be used for individual tracers. They should be chosen from among compiled schemes at run time
(Chapter 13).

10.1 Finite volume or flux form method

Removing terms except for the time tendency and advection terms from Eq. (9.4), we gain the following three-dimensional
advection equation:

9(zsT) _
o - A(T), (10.1)
. 0(zsT) 1 0(zghyuT) 0(zsh,vT) d(z55T)
s _ s wu s ’uV _ ZSS‘
o - hth{ o o } ds (102

The finite difference form of (10.1) is given by first considering a control cell volume and then calculating fluxes through
the cell faces, and setting their divergence and convergence to be the time change rate at the grid cell (Figure 10.1). In
finite difference form, this is expressed as follows:

1 n+l1 n n
T A =T A
ikt Vit =T 1A e

+ A1 {FXA,_ iy HFYA 11— FYA

1 . L1 . L.
i—5,j.k=3 +3.7, 7, L,j+3

k) FFZAi j i = FZA; j 1},
(10.3)

where AV is the volume of the grid cell, and FXA, FYA, and FZA represent (flux due to advection) X (area of the cell
boundary). The same consideration may be applied for the discretization of the diffusion term.
As explained in Chapter 3, AV varies with time and is given by (3.28),
AV, j k-1 = (volt) = (volu bl); 1 ;i1 p 1+ (volu tl)

) 1 ol 1 1
i,j,k=5 i+5,/—7.k—3

+ (volu_br)l._%’ﬁ%’k_% +(volu_tr), 1 . 1, (10.4)

. . 1.
1=7,]773,K73

The volume of the left-lower quarter of the T-cells at (i, j) (corresponding to the southwestern part in geographic
coordinates) is represented by (volt_tr),_ 1ot Similarly, (volt_tl)H% -1 is the right-lower (southeastern),
(volt_br),_ 1l is the left-upper (northwestern), and (volt_bl),, 1l is the right-upper (northeastern) quarter of a

Ly

T-cell at (i, j).
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10.2  Weighted upcurrent scheme

Fluxes due to advection are given as follows:

_7T
FXAiss -t =Vt i1 Tk gkt (10.5)

_yT
FYA; ji1 k) _Vi’j+%’k,%Ti,j+%,k—i’ (10.6)

T
FZAi jx =W i Tijko (10.7)

where horizontal volume transport U” and V7 are defined as follows,
7 Mivk.s A A 10.8
I B N e e Y (10.8)
VT :A.Xi,j"'% V.o IAZ- 1 -, 1 1 +V.,1 1 1AZ- 1+, 1 1]). (109)
ij+h.k=3 2 b VAL Lt B A VA Rt SIS VAS Rt S A SVAS N

Vertical volume transport W7 is then obtained by diagnostically solving (6.9) with (6.11). Moreover, the vertical velocity
w, which is necessary for using QUICKEST, is calculated as follows (w is not needed except for QUICKEST):

T
Wi,j,k =W jk X (areat)i’j’k_%, (10.10)
where
(areat)[’j’k_% :(a_tr)i_%’j_% X (aexl)i_%’j_%’k_% + (a_tl)i+%,j_% X (aexl)i%,j_%’k_%
+ (a_br)i_%’ﬂ% X (aexl)i_%’ﬂ%’k_% + (a_bl)i%’j% X (aexl)i+%’j+%’k_%. (10.11)

An array aexl is set to be unity if the corresponding U-cell is a sea cell and set to be zero otherwise.

10.2 Weighted upcurrent scheme

In the weighted upcurrent scheme (e.g., Suginohara and Aoki, 1991; Yamanaka et al., 2000), the cell boundary value is
determined by a weighted average of the upcurrent scheme and the centered finite difference scheme.
The upcurrent scheme employs the upstream value as the cell boundary value:

T, 1, if U, i 1 < 0. (10.12)

i+l,j, k-1 i+l j k=1

Tuplcurrent1 :{ Ti,j,k_%, if Ui+%,j,k—% >0,
i+5,),k=3
2 2

The centered finite difference scheme uses the average between the two neighboring points of tracer as the cell boundary

value:

T ju-y 1 ja-)

center - . (1013)

|
i+3.J.k=3 2

Taking the weight of the upcurrent scheme to be @ (0 < @ < 1), the tracer flux at the eastern face of a grid cell is
expressed as follows:

T T T _ T
FXA B Ui+%,j,k—% * Ui+%,j,k—%|T i+3.J.k-3 UH%J”“% T
i+l j k- = 2 it 2 i+l
T.., ., 1+T, ., 1
i+l,j,k—5 i,j,k—5
+(1- a)Uiﬁ%’j’k_% 22 2 (10.14)
ur ur
1 itk j k-4 1 i+%,j.k=%
7T _ 2 2\ | —g—2 2 T
_Uz+%,j,k—% 2(1+Q|UT1 ]i)T’+2(1 @ T 1|)T’+1 (16.15)
i+5,j.k—=3 i+5,7,k—3
U’ ur
1 i+l j k=1 1 1 i+3.j.k=% 1
=0T, o s e (B )T |5 - e (B ) [T 10.16
l+%,],k—% |:2 |UT | ﬁ 2 1 2 |UT | ﬂ 2 i+1 ( )
i+, k-1 i+%.j.k-%

Mainly for the sake of computational efficiency, we give a parameter § = %(0/ +1) (0.5 < B < 1) instead of « at run time.
Different parameters for horizontal and vertical directions may be given, which are listed on Table 10.1.
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Figurel0.1 Grid arrangement around TS-Box (Upper: Views from the upper, Below: views from the horizontal).
Fluxes represented by an arrow are calculated.

Table10.1 Namelist nml_tracer_adv for weighted upcurrent scheme

variable name units description usage
weight_upcurrent_horz 1 upstream-side weighting ratio for the | 1.0: up-current, 0.5: centered differ-
horizontal advection ence
weight_upcurrent_vert 1 upstream-side weighting ratio for the | 1.0: up-current, 0.5: centered differ-
vertical advection ence

10.3 QUICK and QUICKEST schemes

This section explains the QUICK and QUICKEST schemes. In the QUICK scheme, the cell boundary value is interpolated
by a quadratic function, using three points, with one of them added from the upstream side (Figure 10.2).
Originally, cell boundary values in the QUICK scheme are given as follows:

T B ATy -t + A% Ty 1 Axg Ax 10.17
ket = Axier + A T4 Cidbiked (10.17)
T B ijTi,j+l,k—% + ij"'lTi,j,k—% ij+1ijd 10.18
heked Ayja +Ay; TTa bed (1019
B A 0T ey A0 Tt Az 1Az
Tijx = A - ei,j ks (10.19)
Zpsl ¥ Azk—% 4
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quadratic function that Ti+I

passes three points

I'i+1/2

v

i+ X

 —>
T-box

Figurel0.2  Schematic for interpolation: 7; represents the value of a tracer at T-point with index i, and T, 1 is the cell
2
boundary value. In the QUICK scheme, T}, ; is interpolated by a quadratic function that passes T; and the neighboring
2
T-point values, 7;_1 and T;41.

where c, d, and e are defined depending on the direction of the mass flux as follows:

Axi(sxfsxTi i k=1
_ Jok=3 : T
Ci+%,‘j,k—% = ZTXZ(: Cp), lf Ui+%,j,k—% > O,
1
Ax;ip 10,05, -, 1
_ M le"_w;,f,k L=ep), if UL, <0,
i+] PAAL)
Ay;by6yT; juk=1
_ 2J> — : T
di,j+%, _% = ZEy 2 (: dp)s if ‘/i,j+%,k—% > 0,
J
AY.i+l5y5yTi,j+1,k—% . T (10.20)
= 2Fy (=dy), if ek <0,
j+1 W2
Az, 10;0,T. 1
€i.j.k = k+ﬂz’k+2 (E ep), if WlT [ 0,
202, j k4t 7
AZk_lézéz]; jok=1
_ o - : T
S T, ek T Waso
i,j, k=5
The finite difference operators are defined as follows (definitions in y and z directions are the same):
A.l—A._l A: — A
6xAiEL, 5xA~+LEL,
Ax; 2 Axi+%
A 1 +A
—x _ Ti+j i-5 X A1+ A;

Letting ¢, d), and e, represent their values for positive velocity at the cell boundary and ¢, d,,, and e, represent their
values for negative velocity at cell boundary and taking

Ca=Cnm+cCp (10.22)
Cd=Cm—Cp (10.23)
dog=dm+d, (10.24)
dqg=dm—d, (10.25)
€q=em+ep (10.26)
eq=en—ep, (10.27)
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we obtain
FYA _ UT Ax; JTl+1 s k—l + AxipjT, JtiLg, k—— A)CH.I ]A)C J
whikoy = Uit ey ity + A T g Caidik-d
Axiy1, jAx;
+|U7], T e e Y (10.28)
T Ayi,j i,j+1,k—% +Ayi»j+lTL s k—— Ayi,j+lAyi,j
FYAL+kl—V__| | daj iyl g1
"/ Ljtgk=3 Ayi,j+1 +Ayij 8 /
Ay i+1Ayi
T Lj+H18Yi,j
+|V b ke I|Tdd,-j+l ! (10.29)
T Azt]k—lTl]k+l+Azl]k+;lek—— Al]k+]AZl]k——
FZAij, = W, i« A A - 3 €ai,jk
Zij+1+ thk 1
Az . 1Az .
T l,j,k+§ l,j,k—i
Wiy g €di.j k- (10.30)
Equation (10.28) can be rewritten as
FT1 i ho
- 7T H3.0.k=3
FXAH% i k*% ~ Uz+%,j,k—%Tl+% j k—% +AQ 8x3 y (10.31)
where Tl N is the value of T at the cell boundary interpolated by the cubic polynomial, and
Axip1Ax; 1 Ax;
Ao =|UT | —— (10.32)
€= Wird k-1 8 ' '

Although the time integration for advection is done by the leap-frog scheme, the second term on the r.h.s. of (10.31) has
a biharmonic diffusion form, and thus the forward scheme is used to achieve calculation stability (Holland et al., 1998).

A similar procedure is applied for the north-south and vertical directions.

The weighted up-current scheme is used for vertical direction if w; ; x—1 > 0 and the T-point at (i, j, k + %) is below
the bottom. The upstream-side weighting ratio is given by the user as the namelist parameter specified for the up-current
scheme (Table 10.1).

The following paragraphs describe the specific expression and the accuracy of the QUICK with Estimated Streaming
Terms (QUICKEST; Leonard, 1979).

Consider a one-dimensional equation of advection for incompressible fluid

oT
Y + ( T)= (10.33)
where w is a constant. Although the velocities are not uniform in the real three dimensional ocean, we assume a constant
velocity for simplicity.
Following the notation of vertical grid points and their indices (Section 3.2), tracers are defined at the center (k — —)
of the vertical cells and vertical velocities are defined at the top (k — 1) and bottom (k) faces of the vertical cells. The
following relation holds for the vertical grid spacing:

Azpy 1 + Az,

Az = fz (10.34)

In QUICKEST, the distribution of tracer T is defined using the second order interpolations, and the mean value during
a time step at the cell face (boundary of two adjacent tracer cells) is calculated. The coefficients for the second order
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interpolation are calculated first. A Taylor expansion of 7' about point z; gives

10.3 QUICK and QUICKEST schemes

Azk,i AZk,i
Ty =coter|— S+ Az |+ e S+ Az_y| +0(82), (10.35)
2
S By By A 10.36
k_%—60+cl 3 +C 2 +0( Z), ( . )
2
Azgyr Al ,
Tk+% =co—C] > +Cp 1 + O (A7),
Az,
Tk+% = Ccop—C1

Azp,3 g
24 A 24 A

(10.37)) are used. The solution is as follows:

Coefficients cg, c1, and ¢, can be solved using three of the four equations (10.35), (10.36), (10.37), and (10.38). The three
upstream-side equations are chosen. When w > 0 (w < 0), equations (10.36), (10.37), and (10.38) ((10.35), (10.36), and

Tk—%Azk+% +Tk+%Azk—%
co =

Az, 1AZ, 1
B L+ i BLp—L e
2Azx 4 ’
Tt =Ty Az 1 = Az
Ccl1 = - (&)
Azg 2 ’
1 ka%_TkJr% Tk+% T3
Az +AzZk41 Az
Cy) =

2
>
AZjt (W 0)’
T -T T
1 k33 Tk
Azg_1+Azx

1 1
- e+~
Azg—

k-1 3
A (w <0).
Next, equation (10.33) is integrated over one time step and one grid cell.

tn+l

k-1 aT tn+| Zk-1 8
dt/ dz— = - dt/ dz—(wT).
mn 2k ot m 2k 9z
The r.h.s. of (10.42) can be written as

t"+l
_/ dt(w, T, — wiTy),
t”.

where subscript u (/) denotes z = zx—1 (z = zx). Assuming that w does not depend on time,

tnﬂ

0
/ dtTy = /
tn p—

[cll + ¢+ cBE? + 0(AY)]
wiAt
Thus expression (10.43) becomes

d¢

wi )
where

—At(w, T - wlT_l”) +O0(AZwAY),

0
o L
! wiAt

(ch+cléE+ cgfz)df
—wiAt
c" c?
_n 1 2 242
=cy— ?wlAt+ ?wlAt .

Using up to the second order terms of a Taylor expansion, the L.h.s. of (10.42) can be written as follows
tn+l

Zk-1 aT
dt/ dz—— = Az,
m % ot

Az? :
n+l n 2 n+l n 3
_% Tk—% _Tk 1 +T(Tzzk_% _Tzzk_%)"'O(AZ ) s
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(10.37)

+O0(AZ).

(10.38)

(10.39)

(10.40)

(10.41)

(10.42)

(10.43)

(10.44)

(10.45)

(10.46)

(10.47)
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where

oT,. |"

n+l n _ zzZ

TZZk_L —Tzzk_l = At —=
2 2

+O0(AP)

k=3
9 [

“At— | —(wT
tazz [az(w )

n

+O(Ar?)
k=3

d
—At—(wT,,)" | + O(Ar?)
0z k=3

Af {WuTzzrul - Wszz;l
A
Zk—%

} + O (WArAZ) + O(Ar). (10.48)

The expression for the r.h.s. of (10.47) becomes

2
k=1 ow, Tprp — Wszz;l

n+1 n 2 3 4 3A42
Mgy [T =T, = — A A +O(AZ) | + O(WAIAZY) + O(ALAR). (10.49)

Based on (10.45) and (10.49), the discretized forecasting equation is expressed as follows:

AZ?
At — — k-4
T]:‘jé =77, - e wi it — wiT]" = TZ(WL,TH; —wiT. )| +0(aAZ*) + O(AZAL), (10.50)
where
wAt
= — <1, 10.51

¢ Az ¢ )
T} = 2c2 + O(A2). (10.52)

The accuracy of equation (10.50) is max(O(Az*), O(AZZAr?)).
Note that MRI.COM adopts a flux limiter proposed by Leonard et al. (1994), which prevents unrealistic extrema, for the
vertical QUICKEST scheme.

10.4 UTOPIA for horizontal advection

The Uniformly Third Order Polynomial Interpolation Algorithm (UTOPIA; Leonard et al., 1993) is an advection scheme
that can be regarded as a multi-dimensional version of QUICKEST. In UTZQADVEC option, horizontally two-dimensional
advection is calculated using UTOPIA. Vertical advection is calculated separately using QUICKEST.

Since grid intervals could be variable in both zonal and meridional directions in MRI.COM, UTOPIA is formulated
based on a variable grid interval. It is assumed that the tracer cell is subdivided by the borderlines of the velocity cells
into four boxes with (almost) identical area.

Consider an equation of advection:

oT 1 0 1 0

- il T 4 —
ot iy ap D e

(hvT) = 0. (10.53)

Integrated over a tracer cell and for one time step,
YL+AYL /2 HL+ApL/2 | __ __ __ _
/ a [ du(x™ = x") = ~METE Ay, - TP Ay, +ViTE A, —ViTTA,),  (10.54)
YL—=AyL[2 HL—=Apr/2

where x = h,hyT and T etc. on the r.h.s. are the face values described later. On the Lh.s. of (10.54), the second-order
interpolation of y is used to integrate the terms. The Taylor expansion of y about L is given as follows (see Figure 10.3
for the label of the point):

X =xr+ai(p—pr) +ax(p—pr)* +aon (@ =) +an@ —¥r)* +an(u - pur) (W —yr). (10.55)

Then values at points E, W, N, and S are
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10.4 UTOPIA for horizontal advection

NW 1| N |__—u

ww| Wk L XE
.

SW/ % SE r
IE
I / \d

Figure10.3 Labels of tracer grid points (upper case characters) and faces (lower case characters).

XE = XL +a10A1, +axAuz, (10.56)
Xw = XL — aioAu + axAug, (10.57)
XN = XL+ a0 Ay + anAy;, (10.58)
Xs = XL —aoi Mg + anAs, (10.59)
where
A A
A, = w (10.60)
A A
Apa = w (10.61)
A A
Apy = W (10.62)
Aup + A
Apy = w (10.63)

Using these known values, the following parameters are obtained,

AMXE —XL A,urXL - Xw
aip = Apir A (10.64)
Apr + Ay
XE—XL XL~ XW
Aﬂr Aﬂl
= , 10.65
aso N ( )
AdeN — XL +A%XL —Xs
ap = =2 Ma (10.66)
A‘/’u + Al!/d
XN —XL XL~ XS
agy = 2 A (10.67)
Awu + Alﬂd
Substituting (10.55) into the Lh.s. of (10.54) yields
Au? Ay?
Aur A [ x i = xh + 1—2L ast —alh) + 1—2L ai' —a)|. (10.68)
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Using equation (10.53), the following approximation is allowed:

P T = hn TRy VT~ gV
ayy —ayy = —At Al + AU ) (10.69)
L L
wel _ on hyrty Ty yr = oty Tyyr VT yyu = hudVaTyya
ag, —ag = —At A + AU , (10.70)
L L

where T7},,,. is the value of the second order derivative at the right face r, whose expression is similar to that of c¢ described
later. Therefore, under a suitable approximation,

At ~ - - -
=1~ A—SL(ufTr"Ayr —ul T Ay + vy Ti} Ax, = viiT! Axy), (10.71)
where

7 n Aﬂi n Al//i n
=1 = 5 T = 57 Towr

Fn ™ A/‘l% n Alﬂi n
" = Td - WTI‘Hd - WTWM (1073)

(10.72)

Next, the expressions for T_l” and T_g are required. The term T_l” is the average over the hatched area of Figure 10.4, and
the values of 7" are given as the second order interpolation about 1 of Figure 10.3. Similar operations will be used to
obtain the expression for 7.

uiAt

Figure10.4 Area used to average tracer values for the face 1

First, Taylor expansions of 7" about 1 and d are written as follows:

T™|y =coo + cro(pt — pur) + ca0(pt = p1)* + cor (W =) + coo(W — ) + e (u — ) (W — o), (10.74)
T"|a =doo + dio(p — 1) + doo(pt — p)* + dor (W = wi) + doa (Y — ) +dii (u — ) (¥ — ¥r). (10.75)
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10.4

The T™ values at eight points around 1 are,

UTOPIA for horizontal advection

17 = coo+c10% +C20A4L%, (10.76)
T = coo - cloAgW + e AZ%V, (10.77)
Tp = coo+cCio (A,uL+AMTE)+CQO (AuL+A'uTE)2, (10.78)
Tivw = coo = €10 (A,UW + A“WW) + 20 (Auw i A’“‘;V u )2, (10.79)
Tn = T} + oAy + coo Ay + CllA%Al//u, (10.80)
zg:7g—cmA¢d+cmA¢§—cné§£A¢m (10.81)
Tl = Tl +corAy + conAy2 — 1y A’;W A, (10.82)
T, = Tl — corAWa + conAw? + ey A‘;W A (10.83)

To obtain all six coefficients, six of these equations (points) are used. The equations are chosen according to the following

flow direction.

u/ >0, vi>0= L W,WW,S NW,SW
u <0, vi>0= L,W,EN,S,SW
u >0, v/ <0= L,W,WW,N,NW,SW
u <0, v/ <0= L,W,EN,S,NW

From equations (10.76) and (10.77),

A/JW’TZ + A,uLT‘f’V ApLA,uW
2Au; — €20 4 >
" - TV, Apg — Apw
A 2 '

€00 =

Clo0 = €20

When uj > 0, from (10.76) and (10.79),

Tp-Tw Ty -Tyw
A Aun
App + Apy
Apw +Auww
—

€20 =

where Ay =

Using equations (10.82) and (10.83),
Tvw =Ty Tw —Tsw
A'l’u Alpd
Awu + Alpd

co2 =

When u} < 0, from (10.77) and (10.78),
Tp -1 T -Ty
Apr A
Apr + Apy

€20 =

Using equations (10.80) and (10.81),
N-Tp Tp-Tg
Al//u Awd
A‘pu + Alpd

€02 =

~104 -

(10.84)
(10.85)
(10.86)
(10.87)

(10.88)

(10.89)

(10.90)

(10.91)

(10.92)

(10.93)
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When v}’ > 0, from (10.81) and (10.83),

A (T =T + A (T = Thy)

= +coppAYy, 10.94
ol N c2AY g ( )
To., —Th — T +T!
eyp=-W W -5 "L (10.95)
ANy

When v} <0, from (10.80) and (10.82),

Apuw (Tf = T}) + A (T = Tiy)

_ — Ccor A 10.96
co1 2NAL, co2Ay ( )
T =T} —Tr .y, + T
= N—L NW_ W (10.97)
A Ay
Next, using equation (10.75), the 7" values at eight points around d are
A Ay?
T = dog + dm% + doz%, (10.98)
A Ay
T2 = doo — doy % + dm%, (10.99)
2
A A
T = doo +do (AwL + %) +dg (Ade + %) , (10.100)
A Ayss |
Tgg = doo — dot (Al//s + l’bss) +do (Al//s + I’ZSS) , (10.101)
A
Tg = TE + dl()A,ur + dg()A,u% + d]l%Aﬂr, (10102)
Ta, = TZ - d]()A,ul + dg()Aﬂlz - d]] AﬂAyl, (10103)
2
T = T¢ + dioApy + daoAy — d“_Alﬁs Apy, (10.104)
2
A
Téw = T¢ — dioAw + daoAuj +dyy _gs Auy. (10.105)
From equations (10.98) and (10.99),
AYsT + Ay LT Ay AYs
do = _ dg 2YLAYs 10.106
00 g 02—y ( )
I -Tg Ay — Ays
do; = —d . 10.107
o1 AU 02 > ( )
When v’} > 0, from (10.98) and (10.101),
TL-T5 T —Tss
N Maa
dop = , 10.108
” AYa + Aaa ) )
A A
where Aygq = w
From (10.104) and (10.105),
Tsp—Ts Ty —Tgy
A,ur } A/Jl
dy = . 10.109
20 A+ A ( )
When vg < 0, from (10.99) and (10.100),
% -T, T} —T!
A‘/’u Al//d
oy = 10.110
02 AU+ AU, ( )

-105 -



10.4 UTOPIA for horizontal advection

From (10.102) and (10.103),
Tg-1; Tp-Ty

Apr A

dy = 10.111
20 A+ A ( )
When ”Z > 0, from (10.103) and (10.105),
Ays(Tp —Tyy) + Ay (Tg — Tgy)
dip = +d20A,ul, (10.112)
20 a Ay
T - T; — Ty, +T¢,
dy=-L——5 "W SW (10.113)
: Ay aAp
When u!; < 0, from (10.102) and (10.104),
Ays(Ty = Tp) + Ay (Tgy, - T)
dip = — dyAu,, 10.114
10 20D b, 2041 ( )
T -Tl. —-T; +TZ¢
dy= £ S5E LS (10.115)
AlﬁdA,u,-
The value of T_l" is the average of T" over the hatched area of Figure 10.4. Defining
P A (10.116)
1 _hﬂl’ r]l_hl//l, .
we have
_ 1 YL+HAYL/2 ey
L / / " dudy
PN Jyavy u-gra
YLDy )2 I N
« [ / (T"(0) = T (0 + M) Yy
YL—AyL[2-n At J - &' At
1 n 1 2 1 n 2
=Co0 = 3] At co1 + EAlﬂL + 5(771 At)* | coz
1 n 1 n 2 1 n, N A 42
— & Arcio+ 5(61 At) ey + FEMA en (10.117)

Although the ranges of integrals in (10.117) assume u;' > 0 and v}’ > 0, the result is independent of the signs of ;" and v}'.
Similarly,

— 1 1
T =doo — EUZAt doi + §(TIZA¢)2 dop
1 n 1 2 1 n 2 1 n._n a2
- zfdAt dio + EA#L + g(fdAt) doo + gfdndAt di1, (10.118)
where N "
n_ U4a n_ Vd
= —, = —. (10.119)
§a=g o Ma= o
Therefore,

2

. 1 1 Au
Tln =cCoo — zflnA[CI() + §(flnA[)2 - L

_12 €20
1 n 1 n 2 1 no_na 2
—5771 AZ‘C01+§(T]1 Al‘) Coz+§§l U At° cqq, (10.120)
~ 1, 1, Ay
T} =doo - EUdAl do1 + §(TldAl)2 - 1—2L doz
1 n 1 n 2 1 n_n A2
- z‘fdAt dig + g(fdAl‘) dyo + g‘fdndAt di. (10.121)
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Finally, we describe how to derive the boundary conditions. Since the face values of the tracers are calculated through
the second order interpolation, the value of a tracer at a point over land is sometimes necessary. For that case, the value
should be appropriately decided by using the tracer values at the neighboring points in the sea. Since ocean models
generally assume that there is no flux of tracers across land-sea boundary, the provisional value over land should be given
S0 as not to create a normal gradient at the boundary.

When the face value of a tracer at boundary 1 is calculated, W and L are not land, but either N or S may be land, and
either NW or SW may be land. When N or S is land, the land-sea boundary runs at the center of L in the zonal direction.
It is reasonable to assume that the value of land grid N or S must not cause any meridional tracer gradient at L set by
second order interpolation using the values at grids N, L, and S. Thus, we set

(Th = THAY: = (T8 = T A2, (10.122)

When NW or SW is a land grid, the following should be assumed.

(Trw = Th ) A5 = (T8 — T ) AW (10.123)
When WW is a land grid,
(Tiw = Ti)Aui = (T} = Tiy)Aug,. (10.124)
When E is a land grid,
(TR - THAW = (T}, — T Ap?. (10.125)

Similar boundary conditions are specified for face d.
Note that MRI.COM adopts a flux limiter proposed by Leonard et al. (1994), which prevents unrealistic extrema, for the
UTOPIA scheme.

10.5 Second Order Moment (SOM) scheme
10.5.1 Outline

The Second Order Moment (SOM) advection scheme by Prather (1986) seeks to improve the accuracy by treating the
tracer distribution within a grid cell, unlike the scheme that aims to calculate the tracer flux at the boundary of grid cells
with high accuracy. It is assumed that the distribution of tracer f inagridcell 0 <x <X, 0<y<Y, 0<z<7Z;
volume V = XY Z) can be represented using second order functions as follows:

F(x,,2) = Ao + axx + axx X’ + ayy + ayyy2 va,z+ag7t+ AxyXYy + Ay YT + A7x2X. (10.126)
Prather (1986) expressed the above as a sum of orthogonal functions K, (x, y, z);
f(x,y,2) =moKo + mx Ky + myxKyx + myKy +my Ky +m Ky + mo Koz +myy Koy +my Kyr +mz Ko, (10.127)
where the orthogonal functions are given as follows:

Ko =1,
Kx(x) =X _X/za
Kox (x) =x% — Xx + X?/6,

Ky(y)=y-Y/2,
Kyy(y) =y* =Yy +Y?/6,
K. (2) =z2-2/2, (10.128)

K..(z) =2° — Zz+ Z°/6,
Kyy(x,y) =(x = X/2)(y - Y/2),
Ky (y,2) =(y = Y/2)(z - Z/2),
Keox(z,x) =(z - Z/2)(x - X/2),
and
/KmKndV =0 (m#n). (10.129)
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10.5 Second Order Moment (SOM) scheme

The constants for normalization are determined using

/ K2dV =VX?/12, / K2 dV =VX*/180,
/ K;dv =VY?/12, / K;,dV =VY*/180,
/ K2dv =VvZ?/12, / KZ,dV =VZ*/180,

/ K;,dV =VX*Y?/144, / K;.dV =VY*Z*/144, / K2.dV =VZ?X?/144.

Accordingly, the moments are set by the following expressions:

So = / f(x,y,2)KodV =mgV,

5. =(6/%) [ . K0V = m VX2

S1 = G0/X2) [ 3. DKoV = monVXC s,

Sy =(6/Y) / fx,y, 2Ky (y)dV =m,VY /2,

Syy =(30/Y?) / F(x, 9, 2)Kyy (9)dV = my, VY?/6,

S, =(6/Z) / fx,y,2)K.(2)dV =m,VZ]2, (10.130)

S.. =(30/Z%) / f(x,y, 2K, (x)dV = m_ . VZ*/6,

Sxy =(36/XY) / f(x,y,2)Kxy(x,y)dV = my, VXY /4,

Sy, =(36/YZ) / fx,y, 0Ky, (y,2)dV =m, VYZ/4,

S.x =(36/ZX) / F,y, 2)Kox(z,2)dV = myx VZX /4.

All these moments are transported with the upstream advection scheme. The procedure is carried out in one direction
at a time. The second and third direction procedures use the results of the last procedure. For simplicity, we describe
the change of each moment caused by an advection procedure in one direction (x) in a two dimensional plane (xy) in the
following. You may replace (y,Y) with (z, Z) to derive a full set of formulas in the three dimensional space.

When velocity ¢ in the x direction is positive, the right part of the grid cell,

X-ct<x<X, 0<y<Y, 0<z<Z, (10.131)

is removed from the cell and added to the adjacent cell on the right during time interval 7. This transported part is expressed
using superscript 7. The remaining part,

O<x<X-ct, 0<y<Y, 0<z<Z, (10.132)

is expressed by superscript R. New orthogonal functions K!' (KR) are calculated in the part T (R) with the volume
VI = ctYZ (VR = (X — ct)Y Z). The orthogonal functions are given as follows:

T R
Kl =k =1,
Kl =x-(2X -ct)/2, KR=x-(X-c1)/2,

KT =x? - (2X —ct)x + (X — ct)X + (c1)?/6,

KR =x* — (X = ct)x + (X - c1)?/6,
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Kl =K§=y-Y/2, (10.133)
Kl =KE§ =y -Yy+Y?/6,
KL =[x - (2X - c1)/2](y - Y /2).
KY =[x = (X =en)/21(y = Y/2),

The basic quantities for calculating the moments are

my =mo+KEmy + KL myx,

mz =my + ZIE'J{mxx,

ml =my, (10.134)
mg =my +I€£mxy,

mgy =Myy,

mfy =Myy,

and

m =mx+2Kfmxx,

mR =my,, (10.135)
m§ =m, +I€fmxy,

myy =y,

mfy =Mxy,

where K is the average of the new orthogonal function:
KL =(X-ct)/2, KE=-ct/2,
KL = (X -ct)(X =2¢ct)/6, KR =ct(2ct-X)/6.
The moments in the right part to be transported to the adjacent cell are expressed as follows:

St =alSo+ (1 —a)Sx + (1 - a)(1 —2a)Sx],
ST =[Sy, +3(1 — @)Sx],

ST =aS,,, (10.136)
ST =a[Sy + (1 - a)Syyl,

ST, =asS,y,

ST, =a’Sxy,

where @ = a” = ct/X = VT /V. The moments in the remaining part are expressed as follows:

S8 =(1-a)[So — aSy —a(l —2a)Sx] = So - S7,

SR =(1= @)*(Sx - 3aSx),

SR =(1-a)’S,,, (10.137)
SE=(1-a)(Sy —aSyy) =Sy — ST,

S8, =(1—a)Syy =Sy, — ST

yy?
SR, =(1 - a)*Syy.

- 109 -



10.5 Second Order Moment (SOM) scheme

As the final step of the procedure, the orthogonal functions and moments transported from the adjacent cell and those
in the remaining part of the original cell are combined to create new united moments in the cell. Here, we consider
combinations of moments in the transported cell of the i-th grid point (SZ ;) and those in the remaining cell of the (i+1)-th

grid point (Sil. .1)- The calculation is terribly complex, and only the results are presented:
So = Sg,i+l + S(]):i’
Se=aSt +(1—-a)S¥,. +3[aS§;,; — (1 —a)S{,].
Swx = @Sy + (1=a)’SE L +5{a(1=a) (SR, =81 ) = (1 = 20)[aS§ = (1= @)Sg 1),

_ oR T
Sy =8y i1+

T

_ oR
Syy =S8yy.ie1 +Syyis

Sey =St +(1=a)S¥ . +3[-(1-a)ST ; +aSF ],
where
a=a =VI'/(VF +VE). (10.138)

When velocity ¢ in the x direction is negative, the left part of the grid cell,
0<x<—ct, 0<y<Y, 0<z<7Z, (10.139)

is removed (transported) from the cell and added to the adjacent cell on the left during time interval ¢. This part is now
expressed using superscript 7. The remaining part,

—ct<x<X, 0<y<Y, 0<z<Z, (10.140)

is expressed by superscript R. New orthogonal functions Kl.T (KI.R) are calculated in the part 7 (R) with the volume
VI = —ctYZ (VR = (X + ct)Y Z). The orthogonal functions are given as follows:

T R
KI =kR=1,
KI =x+ct/2, Kf =x—(X—-ct)/2,
fo = x>+ cix + (ct)?/6,

KR =x? = (X —ct)x + (X? — 4Xct + ¢*1%) /6,

Kl =K§=y-Y/2, (10.141)
K], =KE§ =y*-Yy+Y?/6,
Ky = (x+ct/2)(y = Y/2),
KS =[x—(X—c)/21(y = Y/2).
The moments in the left part to be transported to the adjacent cell are expressed as follows:

ST =a[So - (1 - a)Sy + (1 - a)(1 = 2a)Sy.],
ST =a?[Sy = 3(1 — @) Sy,

ST =a?S,,, (10.142)
ST =a[Sy = (1 - )8y,

ST, =asyy,

ST, =a’S.y,
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where @ = @’ = —ct/X = VT /V. The moments in the remaining part are expressed as follows:

SR =(1-a)[So+aSy —a(l —2a)Sy] = So— St

SR = (1 - a)* (S, +3aS,y),

SR =(1-0a)’s,,, (10.143)
S =(1-a)(Sy +aSyy) =58, - 5T,

SK =(1—a)Syy =Syy - ST
SR =(1 - )*Syy.

The following equations give combinations of moments in the remaining cell of the i-th grid point (S 5’ ;) and those in the
transported cell of the (i+1)-th grid point (S£ )

_ R T
So =S¢, + So,i+15

Sc=aSh  +(1-a)S¥, =3[aS§, - (1 -)S] 1],

2ST

Sex = ST+ (1—)’SE  +5{-a(1-a)(S¥, = ST ) - (1-20)[aS§; - (1 - )S{ 1,1}

XX,0

_ R T
Sy =8y +Sy 10

_ R T
Syy =Syyi +Syy it

Sey=aST, o+ (1-a)SE  —3[-(1-a)ST,, +aSK ],

where
a=al, =V /(VE+VE). (10.144)

The globally integrated tracer is conserved through these operations.

10.5.2 Flux limiter

Some limiters are necessary to guarantee that a tracer is positive (negative) definite.

a. Prather (1986)

Prather (1986) proposed to set limits for the moments related to the direction of advection. For instance, when the moments
are advected in the x direction,

So >0,

S = min[+1.5S,, max(-1.5S0, Sx)], (10.145)
Sex = min[28o — |S%]/3, max(|S%| = So, Sxx)],
S}y = min[+So, max(=So, Sxy)].

It should be noted that the application of this limiter does not completely guarantee that the tracer will be positive (negative)
definite.

b. Merryfield and Holloway (2003)

Flux limiters introduced by Morales Maqueda and Holloway (2006) (hereinafter MHO06) extended that of Prather (1986)
(hereinafter PR86).

Let us consider the advection in the x direction. As in PR86, MHO6 consider the mean tracer distribution (7(x)) in the
x direction by integrating in the y and z direction within the grid cell (Equation (2.15) of MHO06).

B 1 Y zZ
T(x) = ﬁ/o [3 dydzt(x,y,2)

= Gy = S+ S 208, - 3500 + 65 (1)2 (10.146)
_V 0 x XX X XX X XX X s .

-111-



10.5 Second Order Moment (SOM) scheme

where x, y, z represent the position relative to the lower south-western corner of the grid cell and X, Y, and Z are grid
widths in the x, y, and z directions, respectively. V is the volume of the grid cell.

First we consider the minimum value of 7(x). When S, is negative (region I), the minimum is taken either at x = 0 or
x = X because 7(x) is convex upward. Even when S, is positive, if the value of x that gives the global minimum of the
quadratic function is not within 0 < x < X (region II), the minimum is taken either at x = 0 or x = X. Otherwise (region
III), the minimum value is given as the global minimum of the quadratic function. These are summarized as follows:

So — |SX| +8xx, i8S <0 (region 1),
\% minf(x) = SO - |5;x| +2Sxx» if |Sx| > 3Sxx >0 (region H), (10147)
So - %, if 38 x = |Sx] (region III).

The line of V min 7(x) = 0 is plotted in the (|Sy|, Sxx) space in Figure 10.5. If a pair of (|S|, Sxx) resides in the region
bounded by the blue line and the left vertical axis, the minimum value of 7(x) is positive.

230 T T T
SO- (82 +382)/(6S,) =0
Sob——m o ——— i
111 |
|
KOS fF— e | : i
| |
il ' [
| | i
0 | | |
| | |
I | |
| | |
| | |
| | |
SO-|SX|+SXX:O | | |
-Sg { { {
0 SO 1 .SSO 1 .73280

IS,)

Figurel0.5 Schematic to explain the flux limiter to avoid undershooting. This is a reproduction of Figure 3 of
Morales Maqueda and Holloway (2006). See text for explanation.

PR86 proposed to modify the moments so that the minimum of 7 is positive. This is to improve the sign-definiteness of
the tracer. The limiters of MHOG6 are also based on this strategy. They proposed to modify the moments in the following
way,

S’ =min [3]/2&), max [—3]/2&), Sx” ,

v 1/2
min | Sp + (S(z) - STXZ) , max ”S;| - So, Sxx]] > if |S;c| < %SO’
5= L o (10.148)
min |9+ (83~ %) max [So - (s3-%)" Sxx”, if 57| = 350,

S}y = min [So, max[—So, Sxy]].

S;cz = min [ Sy, max[—Sp, S]] -

Here, S', S}, S, are modified moments and it is assumed that So > 0. This is slightly different from PR86 because an

approximation V3 ~ 1.5 (see 10.145) was used in PR86.

This modification is explained using Figure 10.5. If a pair of (|Sy|, Sxx) resides in the region that gives negative
minimum of 7(x), |Sy| is shifted along the horizontal axis so that it is less than 31/28). Then Sy, is shifted along the
vertical axis so that the point is within the region that gives the minimum of 7(x) to be positive. The modification to
Sxy, Sxz is designed so that a negative value of the tracer is avoided by these moments.
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MHO6 proposed to extend the above modifications for setting the lower and upper bounds for the tracers to improve the
monotonicity. The lower and upper limit for 7(x) are set as 7, and 75, respectively (7, < T(x) < 7). The setting of the
lower limit is achieved by replacing So with S5 = So — V7, in the above modification. For the upper limit, we interpret
the condition "the maximum of 7(x) must be less than 75," as "the minimum of —7(x) must be more than —73." In other
words, the condition is "the minimum of 7;, — 7(x) must be positive."

Using (10.146), 7, — 7(x) may be expressed as follows:

1 2
T =) = 3 [vT,, Sy 4 Sy = Sex —2(S, — 35”)% —6S,, (%) ]

2
S5+ S = Sux = 2Sx = 3500 % ~ 65:a (%) ] : (10.149)

1
Y X

where S; = V715, — Sp. Its minimum is obtained as follows:

S = I1Sxl = Sxxs i Sxx 20 (region I),
V min [1, - 7(x)] =4 So— |52'x| - Sxx, 1f [Sx| = =3Sxx 2 0 (region II), (10.150)
S;+ % if — 38y > |Sy] (region IIT).

Following Figure 10.5, this is visualized as Figure 10.6.

S0 T T T
S*O- |Sx| - Sxx = O
I

0 -
FOBSH - — — — == -
-SO _______________________ -

|

|

|

I

|

|

28, l

0 So 155, 1.732S,

IS,l
Figure10.6 Schematic to explain the flux limiter to avoid overshooting. The region in (|Sx|, Sxx) space that may set

the upper bound on tracer distribution. The region bounded by the blue curve and the left vertical axis gives the tracer
value that does not exceed the upper bound.

The modification for the moments corresponding to (10.148) is expressed as follows:

St = min [31285, max [-32s;, 5, ||

an1/2
min S;‘) - \S;|, max [—SS - (SSZ - STXZ) » Sxx | > if \S;\ < %SS,
Sl = 1 (10.151)
XX y /2 2\ 1/2
min |- + (82 = %) 7, max [—S;; - (s-%) . sxx” . if |57 = 3,

S;cy = min [SS, max(—SS, Sxy)] >
S),cz = min [SS, max(—SS, sz)] .

MHO6 proposed three modification methods (Method A - C). MRI.COM adopts "Method B" of Morales Maqueda and
Holloway (2006) as proposed by Merryfield and Holloway (2003), which lays emphasis on monotonicity and suppresses
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10.6 Piecewise Parabolic Method (PPM) scheme

numerical diffusion as well. In this method, the minimum and the maximum value among the three grid cells (i —1,7,7+ 1)
are set as the lower and the upper limit, respectively. Moments are adjusted using Eqs. (10.148) and (10.151). This
method does not guarantee exact monotonicity, but improves monotonicity of the zeroth moment.

10.5.3 Calculating SOM advection in MRI.COM

It should be noted that the coordinate system is not Cartesian in ocean models. Since the coordinate system covers a
spherical surface, the x direction in a grid cell is not identical to that in the adjacent cell, for instance. Thus, the exact
conservation of moments cannot be realized. In addition, a tracer-cell including solid earth (sea floor or lateral boundary)
is not a cuboid, so the orthogonal functions cannot be defined precisely for such a cell. Nevertheless, the procedures
described in the previous subsection can be carried out using the volume of seawater in the non-cuboid grid cell, and the
zeroth moment Sy (total amount of the tracer) is conserved.

As indicated in the expressions in the previous subsections, the volume-integrated moments (S;) and the fraction of
volume to be removed («) are used in the SOM advection scheme. There are 10 moments for each tracer. The fraction « is
calculated using volume transports, which are calculated in the subroutines continuity__diagnose_horizontal and
continuity__diagnose_vertical. Following Prather (1986), the procedures in three directions are executed in order,
not simultaneously. By default, the procedure in the meridional direction (advec_y) is called first, the zonal direction
(advec_x) next, and lastly the vertical direction (advec_z). The order of operations in the horizontal direction may be
flipped every time step if runtime option 1somstrang is set to be true (Strang splitting). This would improve the overall
accuracy of the serially executed advection operations (Skamarock, 2006). The change in the tracer value caused by SOM
advection is estimated in the subroutine tracer__adv and added to the variable trcal directly.

Usage

Model option SOMADVEC must be specified for compilation when the SOM advection scheme will be used for any tracer.
Namelist nml_somadv is required (see Table 10.2) at run time. You must also specify which tracer will use this scheme
as well as what kind of specifications will be used for that tracer. See Section 13.3.2 and Table 13.3 for details.

Table10.2 Variables defined in namelist nm1_somadv

name explanation string or value
lsomstrang The order of calling x and y direction is | .true./.false.
reversed every time step
1sommonitor flag to monitor the conservation of the | .true./.false.
moments

10.6 Piecewise Parabolic Method (PPM) scheme

10.6.1 Outline

The Piecewise Parabolic Method (PPM; Colella and Woodward, 1984) scheme first expresses a local tracer distribution
within each model grid cell as a quadratic equation. These tracer distributions are then advected in a Lagrangian manner
and redistributed to the fixed model grid cells (Figure 10.7).

Here we consider a one-dimensional advection equation in the & direction and assume that we know the mean value of
an arbitrary tracer in the j grid at time 7 (a’}). Then we consider a polynomial that represents the local distribution of
the tracer in each grid cell and describes a set of these polynomials with a(¢). These polynomials satisfy the following
equation:

1

$ivl
a" L a@de, Mg=€, ¢,

i T AE , (10.152)

(ST

D=

where & i1 and ¢ i+ denote cell boundaries between the j — 1 and j grid cells and between the j and j + 1 grid cells,

respectively.
A solution of the advection equation at time " + At is described as a(& — uAr) (Fig. 10.7b) with its initial distribution
a(¢) (Fig. 10.7a). We can gain a;’“ by integrating this solution as follows:

1 Sl
a"! = —/ > a(é —uAr)dé. (10.153)
! A& fj_l

[S]
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The specific form of the solution depends on a choice of polynomials. The piecewise parabolic method uses a locally
continuous quadratic polynomial in each grid cell as follows:

a(¢) =apj+x(Aa;+as (1 -x)), (10.154)
£-5-4
x:ng, fj_%S§S§j+%

The coefficients of this polynomial are defined with a’;, limg_,gj ,a(é) =ar,jand limgqgj , a(é) = ag,; as follows:
p -3 +5

1
Aaj =dagR,j —4aL,j, ae,j 26(613-‘— z(aL’j +aR,j)). (10155)

The edge values such as ar ; and ag ; are calculated according to the following procedures. First, we interpolate a tracer

value at a cell interface using the surrounding cell averages. We use the indefinite integral of a as A(¢) = f ¢ a(&’,t")yd¢’
for this interpolation. This integral at a cell boundary is calculated as follows:

A1) = Ajy = D ainé. (10.156)
k<j
Then we find a quartic polynomial through (A ; ekt 1€k 4l ), (k=0,+x1,+2) and calculate a tracer value at the interface
a(¢ el )= by aj1 = =dA/d¢ |§ e The 1nterpolated Value ajl is described as follows:
n Ag;

Gy =+ (@l — )
T NG A T T2 A
DAEIAE) [ AEj | +AE; A+ AE
{ £jn fj[ s+ A5 Adjo fﬁl] ", —a") (10.157)
A&+ AL L1208 + ALj 208 +AS; 1 !
Aéjy + A Aéju +DEj
S AT T O s b Ay TS }
20E; + Afjn AE; +20E

where the mean slope of tracer at the j grid point da; is

Ag AL HAG ) + ALj +2A8 54
A&j o+ DG+ AEjy U AE ;o + A 0 T T NG+ A

This expression is also suitable for MRI.COM because its tracer point is defined at the center of each unit cell. The
interpolation by Eq. (10.157) requires two effective tracer cells on both sides of the cell interface, respectively. For
example, we need [a_1,a 4] for aj1- If a land cell exists in this range, a ;, 1 is calculated by distance weighted average
of the adjacent cells.

This cell boundary value a ; jil is usually modified by flux limiters described later to improve monotonicity, before it is
used as the edge values ay ;41 and aR,;. Because each edge value ay ;.1 or ag,; is modified independently to each other,
a(¢) is generally discontinuous at each cell boundary. If a lateral boundary of an ocean cell is completely in land (possible
in MRI.COM; see Chapter 3) or a vertical cell interface is at the land-sea boundary, the edge value there is set to the cell
average of the ocean cell.

Now we can calculate tracer fluxes at the cell boundaries and the cell average at the next time step with these edge values
ar,; and ag ;. Averages of advected tracer crossing lateral cell boundaries are calculated by the following equations:

daj = (a”—a] DIE (10.158)

€1
) = / " a(¢)de (10.159)
j+ L y Yy
€117y
2
&Lty
(y) = / *oa(é)dé. (10.160)
]+ ,R
Sivl
2
For the PPM scheme, these are described as follows:
2 y
/+ L(y) E(Aa] (1 3x)a6,j), for x = AE
N ) ! . (10.161)
fj“_%’R(y) =ar js+ E(Aajﬂ + (1 - gx)aajﬂ), for x = Aem
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Figure10.7 Schematic of PPM scheme. (a) An initial state. (b) The model is advanced in time and the initial profile
in (a) is shifted to the right.

If a lateral boundary is completely in land or a vertical cell interface is at the land-sea boundary, Aa; and a¢ ; in Eq.
(10.161) in the corresponding direction are forced to zero. So, the equations above are simplified to

fe )= aR,j,

J+hL (10.162)
" o .
fj_%’R()’) =ar,j.
The new cell average a;.”] is described in the flux form that guarantees the tracer conservation as follows:
At _ _
a;}” _a;L+MA_§i(a]_%_aj+%)’ (10.163)
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where
a .
fj+1 L(uAt), if u>0

a1 = 2 (10.164)
J+ a .
2 fj+%’R(—uAt), if u<O.

10.6.2 Flux limiter

The following two flux limiters are implemented to enhance monotonicity.

a. Colella and Woodward (1984)

The flux limiter proposed by Colella and Woodward (1984) modifies the tracer gradient in Eq. (10.158) as follows:

n p—
Jj+l1

if (a?+1 - a;f)(a;? - a;?_l) >0 (10.165)

Oma; =min(|éajl|,2|a ajl,2la’; —a’i_ )sgn(oa;)

=0 otherwise

This allows us to express steeper gradients when we treat discontinuous tracer distributions.
The edge values ay ;1 and ag ; are normally assigned a j+1. However, an interpolation function occasionally exceeds
the range of ar ; and ag ; within the j-th grid cell. In that case, we make the following adjustments.

* Make the interpolation function a constant if a’; exceeds the range of . j and ag,;.
* Adjust edge values to satisfy a condition to prevent overshoot of the interpolation function, which may occur when
a’} is in the range of ar ; and ag, ; but close enough to one side. The condition is |Aa | > |as, ;|-

Specifically, edge values are modified as follows:

arj —dj, ag;—aj if (ar;-aj)(aj-ar;) <0 (10.166)
1 ag.j—ar j)?
aL,j i 3617 — ZaR,j lf (ClR,j — aL,j)(a’} - E(aL’j +aR,j)) > M (10167)
n . (arj—ar;)? L1
ar,j — 3aj -2ar,; if - % > (ar,j — aL,j)(aj - E(GLJ +aR,j)) (10.168)
Equation (10.167) is applied when ag ; ~ a;?, and Eq. (10.168) is applied when ay, ; ~ a;?.
b. Lin et al. (1994)
The flux limiter proposed by Lin et al. (1994) adjust the tracer slope in Eq. (10.158) as follows:
Oma; = min(|6ajl, 2(5a’}“i“, 26a;‘?ax) sgn(da;), (10.169)
where
6a;§1ax — max(aj_l, aj, aj+1) —-aj, (10170)
6a?‘i“=aj—min(aj_1,aj,aj+1)- (10.171)
Edge values are modified as follows:
ar,j <a; —min(|0,,a;|, |ar,; — a;|) sgn(dpma;), (10.172)
ar,j <aj+min(|0,,a;l, lag,; —a;l) sgn(dma;). (10.173)

10.6.3 Extension to multiple dimensions with time-splitting algorithm

An advection scheme is commonly developed for one dimensional problems. There are two ways to extend it to multiple
dimensions: one is based on a completely three-dimensional advection algorithm and the other is to apply the one-
dimensional scheme to each dimensions in turn. The latter is called the time-splitting method. MRI.COM adopts the
time-splitting method implemented in GFDL-MOM.
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The following finite difference equations describe an one-dimensional advection equation for an arbitrary tracer ¢ and
the equation of continuity in a generalized vertical coordinate r, which adopt the Euler forward scheme in time:

(2 8)™* = (2,9)" — Fx(¢") (10.174)
(z)™* = (z)" = Fx (1), (10.175)

where z, is cell thickness, the right superscript denotes time and the vector / = 1. The second term in the right hand side
F, denotes flux divergence and is described as follows:

Fi(¢) = (At/Ax) [f (@) xsax/2 = [(B)x-ax/2]- (10.176)

The flux f is calculated by a product of a volume transport (z,#)x+ax/2 and a tracer value ¢ .ay/2 at a cell boundary. The
tracer values at cell boundaries are calculated by interpolation or integration. Both the tracer advection equation and the
equation of continuity must use the same volume transports at cell boundaries.

The volume conservation equation (the equation of continuity) is extended to three dimensions as follows:

(z)"™ = (z,)" = Fx(I) = Fy(I) = F,(I). (10.177)

The finite difference equation of the one-dimensional tracer advection equation (10.174) is extended to multiple
dimensions according to the following time-splitting method implemented in GFDL-MOM.

(2)™* = (2,)" = Fx(I) = Fy(I) = F.(I) (10.178)
(zr®)" = (2,9)" = Fx(¢") + Fx(D)¢', (10.179)
¢ = (z2¢)"/(z), (10.180)
(zr®)™ = (2,9)" = Fy(¢") + Fy ()¢, (10.181)
¢ = (2-0)"/(z)", (10.182)

(2 )™ = (2,4)™ = Fo(¢™) = {Fx (D) + Fx(1)}¢', (10.183)
P = (20) N [ (2)" . (10.184)

A feature of this method is that Fy(I)¢" and Fy(I)¢' are added in the right hand side of Eqs. (10.179) and (10.181).
Each additional term puts back (removes) a change in the tracer content due to volume flux divergence (convergence) in
the corresponding direction with a tracer value ¢’ at the initial time (¢ = ¢). This process improves numerical stability
when the volume flux divergence/convergence in each direction is large. The total tracer content in the cell is conserved
by adding —F(I)¢' — F\,(I)¢' in the right hand side of Eq. (10.183). We gain the following equation by taking the sum
of Egs. (10.179), (10.181) and (10.183):

(zr$)* = (2,9)" — Fx(¢') — Fy(¢*) — F2(¢™). (10.185)

This clearly shows the tracer content conservation.

10.6.4 Usage

Users must compile the model with the option PPMADVEC and specify adv_scheme%name = "ppm” in namelist
nml_tracer_data of tracers to be advected with the PPM advection scheme. Two flux limiters are available as already
noted; the monotonic scheme proposed by Lin et al. (1994) and the original limiter of Colella and Woodward (1984)
(Table 10.3). Users may also specify whether to use the Strang splitting method which changes the order of horizontal
advections every time step and whether to output a special monitor for PPM scheme (Table 10.4).

10.7 MPDATA scheme

10.7.1 Outline

This section explains the MPDATA scheme. In the MPDATA scheme (e.g., Smolarkiewicz and Margolin, 1998), advection
for T is first solved by using the original volume transport, UT, VT, W” | to obtain a temporary value (T") using the
upstream scheme. Using this temporary value, an anti-diffusive volume transport (U1, V(D W) is computed. Here,
the superscript (1) means that it is the first approximation to the error to be subtracted. This set of transports is used to
compute a value of the next time step using the upstream scheme starting from the above temporary value.
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Table10.3 Namelist nml_tracer_data.

variable name units description usage
adv_scheme%name character | select advection scheme for that tracer ="ppm"
adv_scheme%limiter_ppm_org | logical | Use correction introduced by Colella and Wood- | default = .false.
ward (1984) for monotonicity
adv_scheme%limiter_ppm_lin logical Use correction introduced by Lin et al. (1994) for | default = .true.
monotonicity

Table10.4 Namelist nm1_ppmadv.

variable name | units description usage
Ippmmonitor | logical | monitor domain integrated volume and tracer | default = .false.
Ippmstrang logical | use Strang splitting default = .false.

Original dimensionless form of the anti-diffusive velocity given by Smolarkiewicz and Margolin (1998) is written as
follows (their equation 16):

1
um =Y 6x6t — U1 = U)AD —uvBD —qgwc®), (10.186)
vD gy
pm = = |VI(1 =V)BY —ywc) —pya®, (10.187)
wD st
1 =——— =Wt —w)ycH —wyaV —wypW, (10.188)
Z

where U, V, and ‘W are the dimensionless velocity based on the original flow field and A(l), B“), and CV are defined
as

» 1(D)
ox 0T
AW = | == 10.189
| 2T Ox | ( )
. 1(D)
oy oT
B =|=—| | 10.190
| 2T Oy | ( )
(67 0T |V
ch=|==—2| . 10.191
|1 2T 07 | ( )

In MRI.COM, we formulate them by using the set of original volume transports U” , VT, WT . Considering the definition
of the volume transport (10.8) to (10.10), the dimensionless form of volume transports can be written as

WM
Uit jr-t = et , (10.192)
Axi 1Ay (AZH%,H,/{ L +AZ L L k_;)
vi A
Vil gt = bivgkos : (10.193)
1572 Axi,j+%Ayi,j+l (AZi_l bk 1+Az, 0 il k—%)
T
W g = Wiy (10.194)
brk Aziji(areat), ;.1 '
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(1)

The AV through CV) terms at (i + 3, j, k — 3), which are needed to calculate U, fpan are
(1
) sz+ J6XT 2 ]k_,
AG = — (10.195)
25J:K=3
2T Lkl +€
———
(1)
g AVied 1T ) jacy 10.196
i+l k=1 — (10.196)
(€))
ZTH%’Lk_% +€
S—
(1)
(1) Ai} ja-404T, i+3.0.k=3 10.1
Ci+%,j,k—% - E——2 (10.197)
2T<l) +€
t+2 J, k—f

where € is a small number that prevents zero division when tracer values reach zero. The finite difference and averaging
operators are defined as follows (definitions in y and z directions are the same):

CAnr Ay A - A
e
i+1
P ALl +A',l A + A
e 5 T2 i+%" = % (10.198)
The A) through CV) terms should be estimated at (i, j + 5, k — 1) for Vl_(;)Jrl o1 and (i, j, k) for Wl(i)k
> 22 2
Then anti-diffusive volume transport is written as
(1 T A0 T XY (1) T (1
U et = g et O = Bt e DAL,y = Uy Wikt By = Vi iy Winind. Gtk s
(10.199)
— z
(1) _|yT (1) T X4 _yT Yo ~(1)
Vi,j+%»k—% B Vi,j+%,k*%‘ (1 =Vijrta-y)B, fj+hk=4 Vi,j+%,kf%ﬂ"’f+%’k‘% Ai,j+%,k—% Vi,j+z,kf%(wf’f” -1 Cijebked
(10.200)
M _|wT (1) T (1) T oo )
Wi,j,k ‘/szk|(1 i,j,k)Cl-’j’ _Wl]k(Lll+l JJ.k Az/k_lek(V+ ]k Bz/k (10.201)

10.7.2 Gauge transformation and flux limiter

Original MPDATA scheme is positive definite and cannot be used for tracers that take negative value. This can be avoided

by adding some constant for the temporary value, 1.

The monotonicity of MPDATA scheme can be obtained by using a non-oscillatory option proposed by Smolarkiewicz
and Grabowski (1990). In this option, an anti-diffusive volume transport has the upper limit given as follows:

[U(”l o= iy i aey ) ’5%”“ ) pa Rl (10.202)
i+5,j,k—5 out in
i+5.):k=5 | min(1, i+1,j,k—l’ﬁ ik ]) k] U, N <0,
1 out s in (1) f V(l) > 0’
[V(l)n 1" = NSRS i(l"f%’k_% 1 Lithk) (10.203)
i, j+5,k—5 out in .
L,j+3 2 mln(lﬁ +1,k— I’ﬁjk 1) l+ k= 1 lf V +%k %<O,
i (D . (D)
mon mm(l,ﬁf’”.’ 1)W I A )
[Wf,i-’,k] = 1, gowt l,,f e Wluj) " W‘{{j 0 (10.204)
min( ,3 e l’ﬁi,j,k+1) TR ik <0
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where
Tmax (1)
. i,j,k—1 ij k=1
B = — L, (10.205)
i.j.k=3 Al +€
i,j.k=3
(1) min
ij.k=%  Tijk-1
ﬁout = 2[ z (10.206)
i.j.k=3 A%t te
i,j,k=3
max —
T,»jk,l—max( Tiji-tr Tonja-ts Tinja-ts Tigma-ts Tijoiecds Tojaets Tijaeds
e ) () ) (1) (1) () (1) (10.207)
., r ., 17 ., T P A P Y Y
l,],k—j l+1’],k—§ l_ls]»k_j ls]+1,k—§ ls]_l,k—j lv]7k+f la],k—j
min _ :
Tiik_l_mm( Tija—ts Tja-ts Tiju-ts Tijaa-ts Tijan-ts Tijaads Tijads
e ) ) (1 (1) (1) () (1) (10.208)
re T T T T T T ),
i,j,k=3 i+1,j,k—5 i-1,j,k—5 i,j+1,k—5 i,j—1,k—5 i,j,k+5 i,j,k=3

and A and A°*! are the absolute values of the total incoming and outgoing advection flux at the T-box.

10.7.3 Usage

Model option MPDATAADVEC must be specified for compilation when MPDATA will be used for any tracer. At run time,
you must specify which tracer will use this scheme as well as what kind of specifications will be used for that tracer. See
Section 13.3.2 and Table 13.3 for details.
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Chapter 11

SGS parameterization of lateral mixing of tracers

This chapter explains subgrid-scale parameterizations for horizontal mixing of tracers.

11.1 Introduction and Formulation

Historically, a harmonic diffusion operator is applied in each direction of the model coordinates to express mixing of
tracers. In the real ocean, transport and mixing would occur dominantly along neutral (isopycnal) surfaces. Thus,
horizontal mixing along a constant depth surface is generally inappropriate since neutral surfaces are generally slanting
relative to a constant depth surface. Neutral physics schemes are devised as substitutes for the harmonic scheme in the
horizontal direction, while the harmonic scheme continues to be used for vertical diffusion.

By default, the diffusion operator mixes a tracer in each direction of the model coordinates with the harmonic scheme.
For horizontal diffusion, the biharmonic scheme can be used instead of the harmonic scheme. Using (24.22) and (24.23),
the harmonic-type diffusivity is represented for the horizontal diffusion, Eq. (9.6), as follows:

Doy () = L {a(hwst,{)ﬁ(h,lstl)}
hahy o oy
_ {i(h“’z“K”a—T)+i(h"zskHa—T)}, (1.1)
oy \op\~ h, ou) o\ hy o

where kg is the horizontal diffusion coefficient. When the biharmonic-type is selected for horizontal diffusion, the above
Laplacian operation is repeated twice reversing its sign after the first operation.

When the neutral physics schemes are selected, the advection-diffusion equation for any tracer (T') is expressed as follows
(Gent and McWilliams, 1990):

DT 0 0
B Vi [T Vap/po) | + 5| TVu - (~kr Vap/po)| = DT) + Q. (112)

where the first term on the r.h.s. is the isopycnal diffusion, whose form is given by

D(T) =V - (x,KVT), (11.3)
where

1 Pi+pE —pipy  —pap:

=—| - 24 p2 - 11.4)

2+ 2+p2 pxpy px+pz 2pyp22 ( B
PXxTPy TP\ —pep.  —pyp:  pr+py
1 I+ (py/pz)2 _(Px/pz)(py/zpz) —px/ Pz
= —(px/p2)(py/Pz) L+ (px/pz) —Py/pz s (11.5)
1+ 24 2 4 Y
(px/p2)" + (py/pe) —px/ Pz —py/p: (px/p2)* + (py/p2)?

(Redi, 1982). In the above, the Cartesian notation is used for simplicity. The subscript x represents d/(h,0u) y represents
0/(hy0y), and z represents 0/(z,0s), The isopycnal diffusion coefficient is represented by ;. Diapycnal diffusion is not
considered here.

The second and third terms on the Lh.s. of (11.2) have the form of advection terms with a transport velocity vector
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(ur,vr,wr):

_ 0 1 dp dp
ur:az(wh# 3 az)’ (11.6)
a( 1 dp dp
—(kp— /=5 117
' (91( Th 31///6z) (11.7)
1 0 hy 0p 0p 0 hy 6p dp
= k2R ) s (ke £ 2R 11.
v hﬂhﬂau(”hﬂau 31)+8¢(KTh¢61// az)}’ (11.8)

(Gent and McWilliams, 1990). This velocity can be understood as the advection caused by the thickness diffusion of an
isopycnal layer, where 7 is often referred to as thickness diffusivity.
Note that these could be rewritten as

G(T) =V - (xkrAVT) (11.9)
with
0 0 —px/p:
A=| o0 0 —py/pz |- (11.10)

pxlpz  pylp: 0

Comparing with (11.5), we notice that the isopycnal diffusion and the thickness diffusion terms are combined to yield a
concise form (Griffies, 1998) and (11.2) can be rewritten as:

%:V-{(K,K—KTA)VT}+QT. (11.11)

Three types of lateral diffusion, harmonic horizontal diffusion (default), biharmonic horizontal diffusion (TRCBIHARM
option), and isopycnal diffusion (ISOPYCNAL option), are available in MRI.COM. When isopycnal diffusion (Redi, 1982)
is selected, the parameterization scheme for eddy induced advection by Gent and McWilliams (1990) (GM scheme) is
used with it (see Section 11.4 for details of this parameterization).

The following is a guide to selecting a horizontal diffusion scheme. Biharmonic diffusion is appropriate for a high reso-
Iution model that can resolve eddies because it is more scale-selective than harmonic diffusion and does not unnecessarily
suppress disturbances in resolved scales. On the other hand, biharmonic diffusion is not recommended in eddy-less models
because this would result in numerical instability. Harmonic horizontal diffusion is also not recommended because this
scheme would cause unrealistic cross-isopycnal (diapycnal) mixing as mentioned above. Instead, both isopycnal diffusion
and the GM scheme should be used there. Using an anisotropic GM scheme can maintain the meso-scale eddy structures
and swift currents by restricting the direction of diffusion, and thus may be usable even for a high resolution model.

The finite difference expression of (11.11) is given by taking the finite volume approach as follows:

n+l1 n+l _ pn-1 n—1 _ _
Ti,j,k—%AVi,j,k—% _Ti,j,k—%AVi,j,k—%+2AZ{FXD1'—%,J'J<—% FXDi+%,j,k—%+FYDi,j—%,k—% FYDi,j+%,k—%
+FZD; j x — FZD; j x—1} + (other terms). (11.12)

Usually, fluxes due to diffusion are explicitly represented using a starting time level of the temporal discretization. However,
when the flux is very large relative to the grid size and the time step interval, which would often occur for vertical fluxes,
an implicit scheme is used. These issues are discussed in Chapter 23.

11.2 Horizontal diffusion

11.2.1 Laplacian diffusion

Harmonic horizontal diffusion assumes that the diffusion flux is a product of the gradient of tracer and the diffusion
coefficient (k7). The finite difference expressions for the fluxes are given as follows:

y
OxTis) k-t

FXDyy ;i = = kuly,y Az (11.13)

il 1
i+5,).k—3

X
FYD; jiy -y ST jet k-t

= —KHA)C- 1Az

. | 1
i,j+5 =% j+5,k—5

(11.14)
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where
T. : =T, . 1
i+l,j,k-3 i,j.k=3
0xT: 1 = , 11.15
X l+%,],k—% AX,;%J ( )
T, . 1 =T .1
i,j+l,k—5 i,j,k—3
oyT: . = . 11.16
y z,/+%,k7% Ayi,j+% ( )

11.2.2 Biharmonic diffusion

Biharmonic horizontal diffusion (TRCBIHARM option) assumes that the diffusion flux is proportional to the gradient of the
Laplacian of tracer. The finite difference expressions for the fluxes are given as follows:

U ——
FXDH_%’]J(_% :‘/EAyH%,jAZH%,j,k—% 6x[Lap(T)]i+%’j’k_%, (11.17)
—_—X
FYD; ;.1 o1 =NKp Ax; 1Az 50 g1 0y[Lap(T)]; 1 ks (11.18)
where kp, is diffusivity coefficient and
Ax; jAy; - - .
Lap(T); ; k-1 :#(@me{f% OxT; j ot + Oy VKB AZ; 1 63T, i 1) (11.19)

i,j.k—%

11.2.3 Specification of coefficient

The diffusion coefficient of horizontal diffusion is specified using the namelists listed on Tables 11.1 and 11.2. This must
be zero if ISOPYCNAL option is selected, unless the horizontal diffusion is applied intentionally. By using SMAGHD option,
the diffusion coefficient can be given based on the horizontal viscosity coefficient according to the Smagorinsky scheme
(Section 8.3.3).

Tablel1.1 Namelist nml_tracer_diff horz
variable name units description usage
diff horz_cm2ps cm?sT Laplacian diffusion coefficient (k) if not TRCBTHARM
diff horz_cm4ps cm*s~T | Biharmonic diffusion coefficient (xp) if TRCBIHARM
file_diff horz_2d | character | 2D distribution of diffusion coefficient is read from
this file
Tablel1.2 Namelist nml_grid_size_change_mix_coefs
variable name units description usage
1 grid_size_change_mix_coefs | logical | the given coefficient is multiplied by the
fraction of the local grid size to 100 km.

11.3 Isopycnal diffusion

In isopycnal diffusion, the diffusion flux is expressed by high diffusivity along the isopycnal surface «;, low diffusivity
across the isopycnal surface kp, and their product with the gradient of tracer in each direction. Using diffusion tensor K,
each flux component is written as F™(T) = —K"™"3,T, and then

‘ 1+S83+€S3 (e-1)S:S, (1-€)Sx
= Tos (e-1)S,Sy, 1+52+eS2 (1-9)S, |, (11.20)
+ (1-¢€)Sy (1-¢€)S, €+ 52
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11.3  Isopycnal diffusion

where

op 9p

_ _|_ox 0y

S =(S5,.5,,0) = " a_p,O, (11.21)
0z 0z

S=1S], (11.22)

e=-2 (11.23)

Kr

(Redi, 1982). This diffusion tensor is rewritten as the sum of horizontal diffusion tensor and a difference from the horizontal
diffusion:
1 00 ‘ (e-1)S2  (e-1)S:Sy (1-€)Sx
K=« 0 1 0 |+ S| (e=DS:Sy,  (e-1S;  (1-e)s, |. (11.24)
000/ 15\ (1-9s, (-5, e+8

The finite difference method is based on Cox (1987) except for the small isopycnal slope approximation. The finite
difference form of three components of the gradient of tracer in calculating the east-west component of flux FXD

i+%,j, k-1
is given as follows (see Figure 11.1): ’ ’
(63Tt it =0Tt j gt (11.25)
Ty
(63T)ist jamt =0Tt jpot s (11.26)
—_———X
(6Tt oy =0Ty it (11.27)
Similarly, the north-south component FYD, ekl is given by
BuT)s oy =0Ty gy (11.28)
(6YT)i,j+%,k—% =0yT; jid k-t (11.29)
-
(6ZT)i,j+l k-1 =62Ti,j+%’ -1 (11.30)
and the vertical component FZD; ; i is given by
(6:T)ijk =0Tk s (11.31)
(63T jk =0,Ti ks (11.32)
(6:T)ijk =0T j k- (11.33)

The density gradient in the calculation of each component of the diffusion tensor can be obtained by replacing 7" in
the above equations with p. However, density is calculated at the reference level k — % for the east-west and north-south
components, and at the reference level k for the vertical component.

In addition, the upper bound on the isopycnal slope Spmax (slope_clip_isoinnamelistnml_isopy_slope_clip, Table
11.4) is set because a nearly vertical isopycnal slope and the resultant low horizontal diffusivity could cause numerical
instability. If |S| > Smax, 0;0 in all flux components is replaced so as to satisfy |S| = Spax-

The vertical flux due to the third diagonal component of the diffusion tensor (11.20) is

k(€ +5%)
FZDi’j,k = (areat),-,j,k 1+ S2 5zTi,j,k- (1 134)
Thus the effective vertical diffusivity g is
Kp + Ky Sz
== - 11.35
Keff 1+52 ( )

For a steep isopycnal slope S ~ 1/100 and a canonical value of isopycnal diffusion coefficient k; ~ 10’ cm?s™! and a

typical value of diapycnal diffusion coefficient kp ~ 107! cm?s~!,

Kkef ~ 10° cm?s7!. (11.36)

This is a fairly large value which warrants use of an implicit scheme (Section 23.5). In MRI.COM, this term is separated
from other terms and solved with other vertical diffusion terms using an implicit method.
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Ti,j+1 Ti+1,j+1
A A
v v
T, «—@— T
A A
v v
Ti,j—l Ti—i—l,j-l

Figurel1.1 The way of calculating the gradient at the circle (i + %, J.k— %) in isopycnal diffusion: the east-west
gradient is indicated by an arrow through the circle, and the north-south gradient is given by averaging four arrows in
the vertical direction.

Griffies et al. (1998) noted a problem in the finite difference expression of the isopycnal diffusion as implemented in
the GFDL-model by Cox (1987). The problem is that the down-gradient orientation of the diffusive fluxes along the
neutral directions does not necessarily guarantee the zero isoneutral diffusive flux of locally referenced density (e.g.,
potential temperature when it is the only active tracer). This is caused by the nature of the finite difference method and
the non-linearity of the equation of state. Griffies et al. (1998) proposed a remedy, but this remains to be implemented in
MRI.COM.

11.3.1 Tapering isopycnal diffusion tensor

We set an upper bound on the isopycnal slope used to evaluate isopycnal tracer diffusion terms in MRI.COM in order to
prevent numerical instability around steep isopycnal slopes as noted above. Griffies (2004) shows that such slope clipping
could lead to an unrealistically large tracer flux. Another method to prevent numerical instability is to introduce a tapering
factor to isopycnal diffusion tensor by specifying ISOTAPER option. This tapering factor f is a product of two kinds of
factors (f = fsteep fsurface) introduced in the subsequent sections. The equation 11.24 is rewritten as follows:

1 00 fa (e-1)S2  (e-1)ScSy (1-€)Sx
K = fadiagkz| 0 1 0 |+ S| (e=1)S.S, (e-1)S3 (1-6S, |. (11.37)
000/ 1+ (1-9s, (-5, e+s

By default, the factor fhdiag is set to unity. This means that the isopycnal diffusion is rendered the horizontal diffusion
as the factor f reduces to zero. One may apply the tapering factor f to the horizontal diagonal terms by setting
1 _apply_hdiag = .true. in namelist nml_tracer_diff isopy_taper (Table 11.5). Note that the tapering factor is
defined at each cell boundary where isopycnal diffusion flux is calculated and € = kp /(f«ky) in Eq. 11.37.

a. Around steep isopycnal slopes
Danabasoglu and McWilliams (1995) propose a factor that uses a hyperbolic tangent to exponentially taper isopycnal
diffusion in steep slope regions as follows:

1 Scenter —
fsteep = = {1 + tanh Scener Z IS} (11.38)
2 Swidth
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11.3  Isopycnal diffusion

Two parameters Scepeer and Syigm, Which determine a transitional region, are given by center_transition and
width_transition in namelist nml_tracer_diff isopy_taper, respectively (Table 11.5).

b. Around the sea surface
The vertical displacement of a water parcel due to mesoscale eddy stirring (D) is approximately calculated as follows:

D =RS|, (11.39)

where R is the internal deformation radius and |S| is the isopycnal slope. If the depth of the water parcel (d) is shallower
than D, the boundary constrains its displacement and eddy diffusive fluxes (Griffies, 2004). The other factor fyyrface
proposed by Large et al. (1997) introduces this constraint to the isopycnal diffusion tensor and is calculated as follows:

1 . 1
Ssurface = 5 {1 +sinmw (r - 5)} s (11.40)

where r = max (0, min(1,d/D)). Eddy diffusivity is tapered off to zero toward the sea surface in the region where
0 < d < D. In MRI.COM, the reference level of the depth d is set at the boundary layer depth (BLD): d = —z — BLD. In
MRI.COM, the surface mixed layer depth (MLD) is treated as the BLD (see also the next section). This means that the
eddy diffusivity is tapered to zero within the mixed layer. The upper boundary of this tapering region can be changed to a
constant level by setting upper_level_isotaper_min namelist nml_tracer_diff_isopy_taper (Table 11.5).

11.3.2 Specification of coefficient

The diffusion coeflicients of isopycnal diffusion and GM parameterization explained in the next section are specified
using the namelist listed on Table 11.3. We can use different slope maximal limits for isopycnal diffusion and GM
parameterization that are specified using the namelist listed on Table 11.4. Configurations of surface tapering for the
isopycnal diffusion scheme with ISOTAPER option are specified using the namelist listed on Table 11.5.

Tablel1.3 Namelist nml_tracer_diff isopy

variable name units description usage
diff isopy_cm2ps | cmZsec”! isopycnal diffusion coefficient if ISOPYCNAL
diff diapy_cm2ps | cm?sec™’ | diapycnal diffusion coefficient if ISOPYCNAL
diff_thick_cm2ps | cm?sec™! | coefficient of GM parameterization if ISOPYCNAL

Tablel1.4 Namelist nml_isopy_slope_clip

variable name units description usage
slope_clip_iso 1 maximum slope of isopycnal surface for isopy- | if ISOPYCNAL
cnal diffusion
slope_clip_gm 1 maximum slope of isopycnal surface for GM | if ISOPYCNAL
parameterization

Table11.5 Namelist nml_tracer_diff isopy_taper

variable name units description usage
1_apply_hdiag logical apply tapering factors to horizontal diago- | if ISOTAPER
nal terms (default = .false.)
center_transition 1 center of the transition region of tapering | if ISOTAPER
with hyperbolic tangent (default = 0.005)
width_transition 1 width of the transition region of tapering | if ISOTAPER

with hyperbolic tangent (default = 0.001)
lower limit of horizontal isopycnal diffu- | if ISOTAPER
sion coeflicient when 1_apply_hdiag =
.true. (default = 0.0)

ai_min cm? sec!

Continued on next page
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Table 11.5 — continued from previous page

variable name units description usage
upper_level_isotaper_m m BLD for the sine taper (default = mixed | if ISOTAPER
layer depth (—1.0))
1 _explicit_vdif logical handle the vertical diffusion term explicitly | if ISOTAPER
(default = .false.)

11.4 Gent and McWilliams parameterization for eddy-induced transport

11.4.1 General features

The Gent and McWilliams (1990) parameterization represents transports of tracers due to disturbances smaller than the

grid size, assuming that a flux proportional to the gradient of the layer thickness exists along the isopycnal surface. The

isopycnal diffusion stated above does not produce any flux when the isopycnal surface coincides with the isotherm and

isohaline surface. This parameterization, however, produces fluxes in such a case, and acts to decrease the isopycnal slope.
Flux convergence due to diffusion is expressed as follows:

R(T) = 0,,(J"™8,T) (11.41)

Diffusion tensor J"" is expressed as the sum of the symmetric component K™* = (J™" + J™")/2 and the anti-symmetric
component A™* = (J"™" — J") /2. Tsopycnal diffusion has the form of a symmetric diffusion tensor. Convergence of a
skew flux caused by the anti-symmetric component Fj’ = —A""0,T is as follows:

Ra(T) =0 (A™"0nT)

=0, (A")0,T
=0,(0,A™T), (11.42)
where A"9,,0,T = 0 and 0,,0,A™" = 0 are used. If we set a virtual velocity u! = —d,,A"™", then the flux due to the

anti-symmetric component could be regarded as the advection due to this virtual velocity u,. In this case, the flux is
Faav = w.T and R4 (T) = —u, - VT since u, is divergence free by definition.
The Gent and McWilliams parameterization for eddy-induced transport velocity is given by

0 oh
c= = (kanVh) [ 5 11.43
u o (kamVph) p ( )
where # is the depth of the neutral surface (p = const). This velocity is expressed in the depth coordinate as
u, = (-0, (kgmSx), —0;(kamSy), Vi - (kgmS)) (11.44)
where
S = (8x,5y,0) = (=px/pzs =Py /P2, 0) . (11.45)

(Gent et al., 1995).
Griffies (1998) showed that the tendency of a tracer due to this parameterization might be expressed using an anti-
symmetric diffusion tensor A

0 0 _KGMSx
A= 0 0 —kemSy | (11.46)
KGMSx KGMSy 0
so that oT
i +V - (AVT). (11.47)

The flux due to advection can be expressed using a vector streamfunction,
Y = kgmZ X S = (—kgmSy, kGMSx, 0), (11.48)

which produces u.. in (11.44):
Fay =w.T =T(VXV).
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11.4 Gent and McWilliams parameterization for eddy-induced transport

The skew diffusive expression for the flux using tensor A in (11.46) is
Faew = —AVT = —(VT) X ¥ = Fyay — V X (TY).

Thus, the convergence of the flux expressed in tensorial form matches that of the advective expression. In other words, the
Gent and McWilliams parameterization is realized by only adding A to the tensor of the isopycnal diffusion K (Griffies,
1998).

11.4.2 Dependency of coefficient on space and time

By default, the diffusivity coefficient for the Gent-McWilliams parameterization is constant both in time and space, whose
value, [kgMm]ref, 1S given by diff thick_cm2ps in namelist nml_tracer_diff_isopy (Table 11.3). However, it may
be dependent on local horizontal grid size by specifying a namelist (see the next paragraph). Several parameterization
may be used by choosing GMVAR option. User should specify one of 1_visbeck, 1_eden, 1_danabasoglu to be .true.
in namelist nm1_gmvar_select (Table 11.8).

a. Simple scheme

If 1_grid_size_change_mix_coefs = .true. in namelist nml_grid_size_change_mix_coefs (Table 11.7), the co-
efficient may be dependent on the horizontal grid size according to the following formula

kM = [kGM]rer X min(Ax, Ay)/(100km), (11.49)

where Ax and Ay are local zonal and meridional grid sizes of a U-cell, respectively.

b. Visbeck et al. (1997)

To use the method proposed by Visbeck et al. (1997), specify 1_visbeck = .true. in namelist nml_gmvar_select.
Visbeck et al. (1997) proposed to give the GM coefficient kg as

M2
KGM = 0712, (11.50)

where a = 0.015,
N2 = _89p

8
M == ,
po 0z

PO
and / the horizontal length scale of the baroclinic zone, g acceleration of gravity, pg reference density.

Specifically in our model,
—H, 9 2 —Hp 9 2
( / —pdz) + ( / —pdz)
—-H, 0x -H, 6_))

N2 = 8loo(H) = oo(Ho)] (11.52)
poD ’ ’
where Hy = 100 m, H; = 2000 m, D = H; — Hy, and o0y is the potential density. Lower limit for N is set so that
N? > 10757
Using the following formula for the phase speed of the 1st baroclinic mode gravity wave (Sueyoshi and Yasuda, 2009)

1
1[0 dop\?
Cl:_/ (_ﬁ_(fO) dz. (11.53)
7 Jomg \ Po 0z

where Hp is the depth of sea floor, deformation radius A is calculated as follows:

Vup

3
M2 = 8

) (11.51)
poD

and

A =min(% ,4><104) m. (11.54)
Using a factor r = 7, GM coefficient is determined as follows:
M2
koM = a— (rd))?. (11.55)
N
Lower and upper limits for the coefficient are set as follows:
300 < kgm < 1500 m?s7!. (11.56)
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c. Eden and Greatbatch (2008)

To use the method proposed by Eden and Greatbatch (2008), specify 1_eden = .true. in namelist nml1_gmvar_select.
Eden and Greatbatch (2008) and Eden et al. (2009) proposed that the thickness diffusivity is given by

kgm = cL?0. (11.57)

The eddy length scale L is given as the minimum of the Rossby radius L, and Rhines scale Lgy;. This choice for L was
found to be consistent with independent estimates of eddy length scales from satellite observations and high-resolution
model results (Eden, 2007) and with theoretical considerations (Theiss, 2004). Lgy; is estimated from variables of the
coarse resolution model as o
Lpni = — (11.58)
B

(Eden and Greatbatch, 2008), while L, is given by

—min | EL[CL
Lr—mm[lfl, 7 ], (11.59)

where c; denotes the 1st baroclinic gravity wave speed calculated approximately as eq. (11.53). Considering the thermal
wind relation in mid-latitudes, Eden and Greatbatch (2008) proposed that the inverse eddy time scale o is given by

o= f(Ri+7y)2. (11.60)

Here, Ri = N?|d,u;,|~% denotes the local Richardson number. (> 0) is introduced to prevent the singularity as N — 0,
which acts effectively as an upper limit for o and consequently for kgym. The default values of y and ¢ in eq. (11.57), are
200 and 2, respectively.

d. Danabasoglu and Marshall (2007)

To use the method proposed by Danabasoglu and Marshall (2007), 1_danabasoglu =.true. in namelist
nml_gmvar_select.
Danabasoglu and Marshall (2007), guided by Ferreira et al. (2005) and Ferreira and Marshall (2006), proposed to
specify the vertical variation of kgym using
2
wont = [ | onlr (1161
ref
where N is the local buoyancy frequency and [kgm |rer is the constant reference value of kgy within the surface diabatic
layer. Ny is the reference buoyancy frequency obtained just below the diabatic layer, in other words, the first stable N>
below surface diabatic layer. The ratio N*/NZ_ is set to 1 for all shallower depths. Between the depth at which N> = N2

ref
and the ocean bottom, we also ensure that
2

N
Nimin < —— < 1.0, (11.62)
Nref

where Npip is the lower limit specified by the user (ratio_bv{f_min in namelist nm1_gmvar_danabasoglu).

11.4.3 Surface tapering

By default, no specific modification is applied to the eddy-induced transport velocity of the Gent-McWilliams parameter-
ization near the surface and the bottom, except for limiting the isopycnal slope to a specified value (slope_clip_gm in
namelist nml_isopy_slope_clip). This may result in too strong transport velocity in the first vertical level of the model
(sea surface). The problem may be overcome by tapering the transport in the surface mixed layer, where the transport
is made nearly or completely uniform in the vertical direction. This is realized by choosing either SLIMIT or GMTAPER
option.

a. Simple scheme

By choosing SLIMIT option, the Gent-McWilliams coefficient (kgym) is linearly reduced from the value at the base of
mixed layer to zero at the sea surface within the mixed layer,

kGm(z) = kgm(z = ~-MLD) x (-z/MLD) for —MLD < z <0, (11.63)

where MLD is the depth of the mixed layer. The MLD is defined as the level at which the local potential density is larger
than the surface density by a specified value, given by the user (default value is 0.03 kg m™).
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11.4 Gent and McWilliams parameterization for eddy-induced transport

b. Danabasoglu et al. (2008)

By choosing GMTAPER option, a practical scheme proposed by Danabasoglu et al. (2008) is used. This scheme modifies
the Gent-McWilliams vector stream function for eddy induced transport velocity near the surface, aiming to implement a
near-surface parameterization proposed by Ferrari et al. (2008). Concept of the near-surface parameterization is as follows
(Danabasoglu et al., 2008):

¢ In the turbulent boundary layer (BL), the eddy-induced velocity is set parallel to the boundary and has no vertical
shear, as expected in the mixed layer.

* There is an eddy diffusion of buoyancy along the boundary as well as along isopycnals.

* In the interior the parameterization satisfies the adiabatic constraint as in the original scheme.

* The two forms are matched through a transition layer that separates the quasi-adiabatic interior with isopycnically
oriented eddy fluxes from the near boundary regions.

Two vertical length scales must be estimated to implement this parameterization: the boundary layer depth (BLD) and
the transition layer thickness (TLT). Their sum is defined as the diabatic layer depth (DLD), over which the upper-ocean
eddy fluxes depart from their interior formulas. In MRI.COM, the surface mixed layer depth (MLD) is treated as the BLD.
The MLD is defined as the level at which the local potential density is larger than the surface density by a specified value,
given by the user (default value is 0.03 kg m™>). The TLT is defined by the range of isopycnals that can be lifted into the
boundary layer by eddy heaving, which is given by the product of the internal deformation radius (R) and the isopycnal
slope (|S)):

D = R|S|. (11.64)

Thus we calculate D at each grid point and the DLD is obtained as follows:

DLD = BLD + D. (11.65)

Now the near-surface expression for the eddy-induced vector streamfunction is given in the following. The streamfunction
is split into its boundary layer, Wgi, and transition layer, Wtr, expression as follows:

n-z
Pg = ———P —-BLD<z< 11.66
BL 7+ BLD o for <z<7y ( )

and
z+BLD)2 ( n-z

Py = (— /.
B TLT 1 +BLD

)lPo for —DLD < z < —-BLD (11.67)

The two functions W and ® are chosen such that ¥ and its vertical derivative are continuous across the base of BLD
and the base of TLT. These constraints then yield

n +BLD
W, = 2, + TLTO,W 11.68
0= 307+ BLD) + LT 217+ TLTO: %) (11.68)

and TLT
®= (¥, + (3 + DLD)3,¥)), (11.69)

" 2(n+BLD) + TLT

where ¥, is the interior eddy-induced streamfunction at the base of the transition layer given by the Gent-McWilliams
parameterization,
zxV
¥, = —kom——22 at z=-DLD. (11.70)
0zp
In the implementation, to evaluate both ¥; and 9,%; at z = —DLD, ¥, are evaluated at the vertical grid points that
straddle z = —DLD.
Danabasoglu et al. (2008) also showed that the model solutions are not very sensitive to their transition layer
thickness. Whether the transition layer is included or not may be specified by 1_transition_layer in namelist
nml_gm_transition.
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11.4.4 Anisotropic Gent-McWilliams scheme

An anisotropic GM scheme (Smith and Gent (2004), GMANISOTROP option), which gives greater diffusivity only in the
direction of the current vector, is also available. Using unit vector i = (7, ny) in an arbitrary direction, the two-dimensional
anisotropic diffusion tensor is defined as follows:

y
KBNxMy KBI’li + KAI’lf,

, (11.71)

L M
%= V)

where k4 is the diffusivity in the fi direction, and « g is that in the direction normal to fi. This is applied to the anti-symmetric
tensor in the Gent-McWilliams scheme, and the following expression is obtained (Smith and Gent, 2004),

( /<Anfc+/<3n2 KBNxMy

0 0 ~LS, - MS,
A= 0 0 ~MS, - NS, |. (11.72)
LS. +MS, MS, +NS, 0

In the choice of GMANISOTROP option, fi is set in the direction of the local horizontal velocity. The value of k4 is read
from namelist nml_tracer_diff isopy (variable name diff_ thick_cm2ps). The ratio of kg /4 is read from namelist
nml_gmanisotrop (variable name cscl_isotrop). The default value of cscl_isotrop is set to 1/2.
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11.4 Gent and McWilliams parameterization for eddy-induced transport

How to specify the overall behavior of the Gent-McWilliams parameterization is summarized as follows.

a. Model options

Model options related to the GM parameterization are listed on Table 11.6

Table11.6 List of model options related to GM parameterization.

option name

description

usage

GMVAR Coeflicient of GM parameterization is allowed to vary specify nml_gmvar
SLIMIT Linearly reduce the coefficient of GM parameterization | cannot be used with GMTAPER
from the bottom of the mixed layer to the sea surface
GMTAPER Taper GM vector stream function near the sea surface cannot be used with SLIMIT,
GMANISOTROP, AFC
GMANISOTROP An-isotropic horizontal variation of GM parameterization | specify nml_gmanisotrop
AFC Calculate additional flux by using horizontal gradients of | cannot be used with TRCBIHARM

density and velocity (Hirabara et al., 2010)

b. Spatial dependency

The diffusion coefficient of GM parameterization may be grid size dependent by using the namelist listed on Table 11.7.

Table11.7 Namelist nml_grid_size_change_mix_coefs

variable name

units description

usage

1 grid_size_change_mix_coefs

logical

the given coefficient is multiplied by the
fraction of the local grid size to 100 km.

default = .false.

Overall behavior of GM parameterization with GMVAR option should be specified by using the namelists listed on Tables

11.8 through 11.12.

Table11.8 Namelist nml_gmvar_select for GMVAR

variable name units description usage
1_visbeck logical | use Visbeck et al. (1997) choose only one of the three options
1_eden logical | use Eden and Greatbatch (2008) choose only one of the three options
1_danabasoglu | logical | use Danabasoglu and Marshall (2007) choose only one of the three options
Table11.9 Namelist nml_gmvar_visbeck for GMVAR
variable name units description usage
start_depth cm density gradients are averaged from start_depth | 1_visbeck = .true.
base_depth cm density gradients are averaged to base_depth 1 _visbeck = .true.
cscl_gmvar 1 parameter for GM diffusivity calculation 1_visbeck = .true.
upper_limit cm? sec™ upper limit of thickness diffusivity 1 _visbeck = .true.
lower_limit cm? sec™ lower limit of thickness diffusivity 1 _visbeck = .true.
lcalc_defrad logical flag whether deformation radius is calculated or | 1_visbeck = .true.
not
defrad_const cm upper limit of deformation radius when | 1_visbeck = .true.
lcalc_defrad = .true.
constant  horizontal length scale  when
lcalc_defrad = .false.
length_factor 1 [horizontal length scale] = [deformation radius] X | 1_visbeck = .true.

length_factor
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Table11.10 Namelist nm1_gmvar_eden for GMVAR

variable name

description

usage

c_EG

In this parameterization, Thickness diffusivity is
parameterized as c_EG X L? x sigma_EG.

1_eden = .true.

gamma_EG

sigma_EG = f/(Ri + gamma_EG)

1_eden = .true.

upper_limit | cm®sec”

upper limit of thickness diffusivity

1_eden = .true.

lower_limit | cm”sec” lower limit of thickness diffusivity 1_eden = .true.
Tablel1.11 Namelist nml_gmvar_danabasoglu for GMVAR
variable name units description usage
ratio_bvf_min 1 Lower bound for the squared buoyancy frequency | 1_danabasoglu =.true.
relative to the reference value (default = 0.1)
ratio_bv{f_max 1 Upper bound for the squared buoyancy frequency | 1_danabasoglu =.true.
relative to the reference value (default = 1.0)
Table11.12 Namelist nm1_gm_transition
variable name units description usage

1 transition_layer

logical | include transition layer into diabatic | effective when 1_danabasoglu
layer (default = .false.) .true.

c. Anisotropic scheme

Behavior of GMANISOTROP option should be specified using the namelist listed on Table 11.13.

Table11.13 Namelist nml_gm_anisotrop

variable name

units

description

usage

cscl_isotrop

factor for anisotropy in GM diffusivity if GMANISOTROP
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Chapter 12

SGS parameterization of vertical mixing of
tracers

This chapter explains subgrid-scale parameterizations of vertical mixing of tracers.

12.1 Vertical diffusion

The following is the equation from the advection-diffusion equation (9.4) with only the time-varying term and vertical
diffusion term (Dy (T)),
0(zsT)

o =Dy (). (12.1)

Vertical diffusion term takes the form of Laplacian and the vertical diffusion flux is proportional to the vertical gradient
of tracer. The vertical diffusion, Eq. (9.6),

OFT & (ky OT
Dy(T) = - = =—(——). 122
v(T) ds 0s\ zg Os ( )
Here, kv is the vertical diffusion coefficient.
These equations yield the finite difference form as follows:
n+l n+l _gn—1 n—1 L .
Ti’j’k_%AVi’j’k_% —Tl_’j7k_%AVi’j,k_% +2At(FZD; j x — FZD; j k-1), (12.3)
FZD; ;i =— Kz(areat)i,j’k%éﬂ},j,k, (12.4)

where the use of (areat); Jiktl implies that the flux occurs only through the oceanic part of the grid interface and

Ty je-4

Azg

- Ti,j,k+%

6.1k = (12.5)

Note that, for simplicity, the change of the grid thickness at the bottom and fluctuations of the surface height are not
considered in the grid distance Azx when calculating the gradient.

In most realistic simulations, a backward (implicit) scheme is used in the time integration (VVDIMP option; Section 23.5)
because high diffusivity is expected owing to the choice of parameterizations needed for realistic simulations. Otherwise,
a forward scheme is used.

12.1.1 Specification of coefficient

Background vertical diffusivity, which is horizontally uniform, a function of depth, and fixed in time, should be always
given. Additionally, non-time-varying, a three dimensional distribution can be set by selecting VMBG3D option to incorporate
locally enhanced mixing processes in the climatology induced by interaction between the bottom topography and tidal
currents (e.g., St. Laurent et al., 2002). With this choice, three dimensional distributions for vertical diffusivity and
viscosity should be prepared in advance. Tables 12.1 and 12.2 summarizes how to give background vertical diffusivity.
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Table12.1 Namelist nml_diff vert_bg. Specify only one of the two variables
variable name units description usage
diff vert_bg_cm2ps cm?s7] vertically uniform value of back- | Usable only if a vertically uniform

ground vertical diffusivity

value is intended

file_diff vert_1d_cm2ps

file having vertical 1D distribution

cannot be specified with the above

Table12.2 Namelist nml_vmbg3d. Specify when VMBG3D is selected

variable name units description usage
file_vmix_3d file having 3D distribution

imvm east-west data size

jmvm north-south data size

1_vmintpol logical | interpolate input data to model grid points

slatvm latitude of the southern end only if 1_vmintpol = .true.
slonvm longitude of the western end only if 1_vmintpol = .true.
dlatvm uniform grid spacing in the meridional direction only if 1_vmintpol = .true.
dlonvm uniform grid spacing in the zonal direction only if 1_vmintpol = .true.

In addition to the static background profiles, the following processes give time-varying vertical diffusivity coefficients

at every model time step.

* Surface mixed layer models (TURBULENCE option).

* Vertical component of isopycnal diffusion (ISOPYCNAL option).

* Enhanced diffusivity (= 1.0m?s~! = 10* cm? s™!) where the stratification is unstable (DIFAJS option).

» Enhanced diffusivity around rivermouths to avoid too low salinity if the model receives river run-off option (RUNOFF
option). This scheme is especially needed when positive salinity is not guaranteed by a tracer advection algorithm.
See Table 12.3 for how to specify the mixing.

The vertical diffusion for "this" time step is taken as the largest of the above estimations. (& TIEZR\).

Table12.3 Namelist nml_vmix_river. Specify when RUNOFF is selected

variable name units description usage
1_enhance_vmix_rivmouth logical diffusivity is enlarged around the | default=.false.
rivermouth
diff max_vmixriv_cm2ps cmZsec™! | maximum value of the enlarged dif- | default=1 X 10* cm? sec™!
fusivity (= Krivmax)
depth_max_vmixriv_cm cm vertical diffusion is enlarged from | default = 30 x 102 cm

surface to this depth, this is also used
by subroutine salinity_limit

para_vmixriv_1 1 parameter for the enlarged vertical | default= 10
diffusion formula (= a). See below.
para_vmixriv_2 1 parameter for the enlarged verti- | default="7

cal diffusion formula (= b). En-
larged diffusion is calculated as
Kriy = min(ak’glo Wiiver+b
where Wijyer is river discharge rate
in cmsec™!

5 Krivmax ) s

12.2 Convective adjustment

Convective adjustment is realized by replacing the density (temperature and salinity) that is statically unstable (the upper
density exceeds the lower density) in a water column with the averaged density between neighboring levels (neutralization),
considering that interior convection occurs in that place. Most of the realistic phenomena represented by the convective
adjustment include the developing mixed layer due to surface cooling during winter. Convective adjustment also includes
the case in which dense bottom water flows out the sill and flows down along the slope. Moreover, the convective adjustment
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includes the practical effect that it suppresses disturbances caused by the numerical calculation error and smoothes the
distribution.
In general, there are three numerical schemes for convective adjustment.

1. In the simplest one, adjustment is done for a pair of two neighboring levels, and then for a pair of another two
neighboring levels. By repeating this procedure, it attempts to neutralize the density in the unstable part. This
procedure is simple at each step, but it has a defect that the finite-time repetition does not necessarily guarantee
reaching the complete averaged value. Therefore, this scheme is not used in MRI.COM.

2. In the second scheme, adjustment is done by assigning a high vertical diffusivity between the two levels that are
statically unstable and by solving the vertical diffusion term using an implicit method. This method cannot remove
the unstable condition completely in one procedure. However, it has good calculation efficiency for the case where
the model has a high vertical diffusivity already due to the mixed layer or isopycnal diffusion schemes and thus
needs an implicit method to solve it. In MRI.COM, this scheme is invoked by specifying DIFAJS option. The
vertical diffusivity between the unstable grid points is set to 10* cm? s™!. This scheme is the most standard used in
ocean models worldwide.

3. In the third scheme, the unstable part is first neutralized. The stability at the top and bottom of the neutralized
column is then reexamined. If the unstable condition remains, the part including the already-neutralized column
is re-neutralized. This procedure continues until the instability at the top and bottom of the neutralized column
disappears. This method can remove the unstable part completely and thus is called "Complete Convection," but
it requires a number of iterations, the vertical level size minus one, at maximum. The third method, which is the
default scheme in MRI.COM, is explained below (Ishizaki, 1997).

12.2.1 Algorithm

In order to minimize the judgment process ("IF" statement) and replace it by arithmetic calculation, this scheme defines
two integer indices, @ and By, at the layer boundaries, and six real variables TUy, TLy, SUy, SLi, VUy, and VL, (k =
1, KM — 1), in addition to the vertical rows of temperature, salinity, and density Ty, Sk, Rk, (k = %, KM - %) (KM is the

number of levels; see Figure 12.1). The level at the vertical boundary of a T-cell corresponds to the integer k. The index

ag indicates an unstable part within a water column: aj = 1 if it is unstable at the level between k — % and k + %, and

ay = 0 if it is neutral or stable. The index B; memorizes the mixed part: Sx = 1 at the boundary where it is neutral as a
result of mixing, and Bx = 0 elsewhere. Variables TUy, SUy, and VU and TLy, SLy, and VL are temperature, salinity
and volume accumulated by multiplying a above the level k and below the level k, respectively, and are expressed by the
following recursive relation.

VU1 =(11V%,
VU, =a/2(Vl+% + aqV%) = (12(V1+% + VUl),
VU =a/k(Vk_% + VUg-1),
VUgpm-1 = agp-1 (VKM_I_% +VUgpm-2), (12.6)

and

VLkm-1 = akm-1Vgy 1
VLgy-2 = OZKM—Z(VKM,l,% + OKM—lVKM,%) = O’KM—z(VKM,l,% + VLgy-1),

VL =a/k(Vk+% + VLi+1),

b}

VL, =(X1(Vl+% + VL), 12.7)
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where V, 1 denotes a volume of the cell at the level k + % In a similar way, other quantities are expressed as follows:
2

TU, :a/lT%V%, TU =ak(Tk_%Vk_%+TUk_1),
SUi =a1S1Vy, SUr = ar(S_1Vi_1 +SUk-1),
2 2 2 2
TLgm-1 = akm-1Tgpy 1 V-1 TLic = ax(T 1 Vi1 + Tlic),

SLxy-1 = aKM—lSKM—%VKM—%’ SLy = a'k(Sk+%Vk+% +SLi+1), (12.8)

where T, 1 and S, | are temperature and salinity at the level k + 3.

Surface
--------- k=1/2 T,
o, k=1
_________ k=1+12  Tip
5} k=2
Oy kel
--------- k-1/2 Tirn
0l k
--------- k+1/2 Ty
Qe k+1
Okm-2
k=KM-2
Tim1-12
--------- k=KM-1-1/2
Olgm-1
k=KM-1
Tinm12
_________ k=KM-1/2
k=KM |
0

Bottom

Figurel2.1 Reference vertical grid points in Section 12.2

According to this definition, if a;x = 1 and elsewhere 0, we get

VU, + VL :Vk—% +Vk+%’
TUk+TLk :Tk—%Vk—% +Tk+%Vk+%’
SU + SLy :Sk—%vk—% +Sk+%vk+%’

indicating a volume and accumulated temperature and salinity in an unstable part and

_ TUx +TLy
Miovas =y, v
SUy + SLy,

SMk lk+% —m, (129)

are volume averaged temperature and salinity, respectively.

If the level k constitutes a series of the unstable part, the same equation holds for the averaged temperature and salinity.
For example, let ay_; = ax = 1 and aj_» = a4+ =0,
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VU1 + VL1 = VUL + VL

= Vit # Vs + Vi1,
TUj-1 +TLy_1 = TUy +TLy,

=T Vi y v L Vit + T Vi
SUk_1 +SLk_1 = SUk +SLk

= Sk—l—%vk—l—% +Sk—%vk—% +Sk+%vk+%’ (12.10)
and
™ _ TUj-1 +TLk _ TUy +TLy
k=1=3.k+3 = VU, + VL1 VUr + VL

Sy R SUp_1+ SLi_; _ SU + SLy (12.11)
k=l=g.k+3 ™ VUr_1 + VLeoy  VUg + VL~ ‘

These are averages of the three layer, k — 1 — %, k — %, and k + %

12.2.2 Numerical procedure

In summary, numerical procedures are summarized as follows.

[1] Density is calculated at the intermediate depth between adjacent levels using (A) upper level temperature and salinity
and (B) lower level ones. If the density using (A) is larger than using (B), a(a!) is replaced by 1, otherwise by 0. At this
stage, B(B) is set to 0, where the superscript denotes the number of the iteration.

After this preprocessing, the following procedure (represented by n-th) is repeated until the instability is removed.

[2] Based on equations (12.6) to (12.8), VU, TU, SU, VL, TL, and SL are calculated using a” for a water column that
includes an unstable part.

[3] The vertical mean TM and SM are calculated for the unstable part using equation (12.9) and substituted for the
original values of T and S. This change modifies the density at the intermediate depth in [1].

[4] The value of " is stored in g". " = lissetif " =1, or @ = 0 and ﬁ"‘l = 1, and otherwise 8" = 0. This is
presented by the following:

Bl =a} +p (1-a}). (12.12)

[5] The static stability is judged only for 8 = 0. Let 0/1'(”1 = 1 if statically unstable, and O otherwise. If there is no
unstable part, the procedure for that water column is completed.

[6] For a water column which still includes an unstable part, modification for a;:” is done using B} by the following.
After the procedure [2], any instability will be found only at the bottom of the part that is neutral as a result of prior mixing.

In that case, the neutral part must be treated as an unstable part, that is, a’**! = 1. On the other hand, no more procedure

k
is needed if the upper and lower end is stable, giving a/l'(’“ = 0. This is done by a recursive formula going down and up in
the following.
y1 = a§n+l)’ yi = a]((n+l) + (1 _ a]((n+1))ﬁ]((n)')’k—1
i = yke ™ =y (=B Y, (12.13)

where 7y is a work variable, but may be treated as « itself in a FORTRAN program. Then, the procedure goes back to [2].
Table 12.4 shows an example of the case with six levels. Static instability is removed after the three-time iteration. The
second column of « in the table is the result of the corrected aZ“ using B} based on equation (12.13), as described in [6].

Note that ,82 = 0, though there is no description in the table.

~ 141 -



12.2  Convective adjustment

Table12.4 Example of the convective adjustment procedure
[n]k] o [ VU VL VU+VL ] TU+TL | 8]
1 1 1 Vi V1l+V2l Vl+V1l+V2l TLV1+T1lV1l+T2lV2l 1
2 2 2 2 2 2 2 2 2 2 2 2
2 1 1 V1+V1l V2l V1+V11+V2l TLV1+T1lV11+T21V2l 1
2 2 2 2 2 2 2 2 2 2 2 2
1|/3]{ofo]| o 0 0 0 0
41010 O 0 0 0 0
5 1 1 V4% VS% V4%+V5 T4%V4%+T5%V5% 1
3
1 0 1 V% V1%+V2%+V3% V%+V1%+V2%+V3% ;)TMIV,H% 1
3
210 1 V%+Vl% V2%+V3% Vi +V11 +V2| +V3% kZoTk 'Vk+' 1
3
2 311 1 V1+V1%+V21 V3| V1+V11+V2%+V3% ZTIH-%VIH' 1
. : k=0
41010 O 0 0 0
5/0/0] O 0 0 0 1
5 5
FLO] 1|V V4V, +V +V, + Vs, A\ D T Visy 1
k=0 k=0
5 5
210 | 1| VsV Vo + Vo4V eV >V Ty Vi 1
k=0 k=0
5 5
31301 | Vi+V+V,n Vi +Vu+Vs >V, Tep1Vies 1
k=0 k=0
5 5
4 1 1 V%"'Vll +V2%+V3% V4%+V5% ZVkJr% Tk %Vk+% 1
: . : k=0 : k=0 .
5 5
5 0 1 V%"'Vll +V2%+V3%+V4% VSl ZV,H_L Tk %V,H’% 1
k=0 k=0
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Chapter 13

Tracer Package Structure and Usage

MRI.COM handles a wide variety of tracers, including physical variables for temperature and salinity, ecosystem model
variables, and passive tracers. The user can individually specify initial values, advection schemes, body and surface
forcings, etc. for each tracer. This chapter provides an overview of the program as well as common methods for their
specification.

13.1 Program package structure

Program packages relevant to tracers are listed as follows.

13.1.1 Tracer equation

Core/tracer_ctl.F90: Controller of this package

Core/tracer.F90: Main program of this package

Core/tracer_vars.F90: Setting of tracer attributes

Core/upc_adv.F90: Upcurrent advection scheme

Core/quick_adv.F90: QUICK advection scheme (QUICKADVEC)

Core/utzq_adv.F90: Combination of UTOPIA and QUICKEST advection scheme (UTZQADVEC)
Core/som_adv.F90: Second order moment advection scheme (SOMADVEC)

Core/mpdata_adv.F90: MPDATA advection scheme (MPDATAADVEC)

Core/ppm_adv.F90: PPM advection scheme (PPMADVEC)

+Vvdimp/trcimp.F90: Solver of the vertical diffusion part using the implicit method (VVDIMP)
+Isopycnal/ipcoef.FOO: Calculation of tensor components of neutral physics parameterization (ISOPYCNAL)
+Isopycnal/ipycmix.F90: Calculation of tendency due to neutral physics parameterization (ISOPYCNAL)

13.1.2 Vertical mixing coefficients

Core/vmixcoef_ctl.FO0: Controller of the vertical mixing package

Core/vmixcoef.F90: Main program of the vertical mixing package
Core/vmixcoef_vmbg.F90: Estimation of background vertical diffusion coefficient
Core/vmixcoef_vars.F90: Declaration of variables

+Runoff/vmixcoef _rivermouth.F90: Estimation of vertical mixing coefficient around the river mouth

13.1.3 Stratification and convective adjustment

Core/strat_adjust_ctl.F90: Controller of stratification and adjustment package
Core/stratification.F90: Main program of calculation of stratification
Core/cnvajs.F90: Main program of convective adjustment
Core/strat_adjust_vars.F90: Declaration of variables

13.1.4 Reference state and restoring coefficient

Core/restore_cond_ctl.F90: Controller of reference state and restoring coefficient
Core/restore_cond.F90: Main program of reference state and restoring coeflicient
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Core/force_data.F90: Service package that handles external forcing data

13.1.5 Passive tracers

Core/ptrc_ctl.F90: Controller of passive tracer evolution

Core/ptrc.F90: Main program of passive tracer evolution that mainly treats surface sources and sinks
Core/ptrc_subp.F90: Sub package of passive tracer evolution that describes internal sources and sinks
+Ptrc/cfc.F90, sf6.F90, etc. Sub package of passive tracer evolution that describes specialized processes

of particular tracers

13.2 Handling the initial state

How to determine the initial state for temperature and salinity is specified in namelist nml_tracer_runand nml_restart.
Parameters are listed on Table 13.1.

Table13.1 Namelist nml_tracer_run

variable name units description usage
1 rst_tracer_in logical | .true. : Read restart files specified by | Defaultis the same as 1_rst_in
nml_restart for the initial condition. of nml_run_ini_state.

.false.: Start condition depends on the
1 rst uni strati

1 rst_uni_strati logical | .false.: Start from 3D-distribution at the | if 1_rst_tracer_in=.false.
starting time of reference data following
nml_ tracer data.

.true. : Start from uniform stratification
created by the reference data following
nml_tracer_data. Time average is con-
ducted based on start_rec_uni_strati
and end_rec_uni_strati.
start_rec_uni_strati | integer | uniform stratification is created by the av- | if 1_rst_uni_strati =.true.
end rec uni_strati erage from start_rec_uni_strati data
record to end_rec_uni_strati record.

13.3 Configuration of tracers

The attributes of each tracer such as name, advection scheme, restoring condition, reference data, and restoring coefficients,
are specified using a structural type (type_tracer_data defined in tracer_vars.F90). The contents of this structural
type are specified by namelist nm1_tracer_data, which should be repeatedly defined as many times as the number of
tracers that should be calculated. Tables 13.2 through 13.8 list the variables.

13.3.1 Name

List of effective names is found in subroutine tracer_vars__set_num_and_name of tracer_vars.F90

Table13.2 Namelist nml_tracer_data

variable name units description usage
name character | Name of tracer. Two tracers are necessary: | Case sensitive. For example, "potential
"Potential Temperature" and "Salinity." temperature"” is not correct.

13.3.2 Advection scheme
Following can be specified as the name of the advection scheme (adv_scheme%name).

e "upc" : weighted UP-Current advection scheme (always available)
e "quick" : QUICK advection scheme (QUICKADVEC)
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e "utzq" : UTOPIA + ZQUICKEST schemes with ultimate limiter (UTZQADVEC)
¢ "som" : Second-Order Moment advection scheme (SOMADVEC)

* "ppm" : Picewise Parabolic advection scheme (PPMADVEC)
* "mpdata" : MPDATA advection scheme (MPDATAADVEC)

Table13.3 Namelist nml_tracer_data related to advection scheme

variable name units description usage
adv_scheme%name character | Name of the advection | Different advection
scheme used for the correc- | schemes can be set
tor phase. for individual tracers.
adv_scheme%1limiter_ som_org logical Use flux limiter for SOM | SOMADVEC
by Prather (1986)
adv_scheme%1limiter_som Merryfield®3 logical Use flux limiter for SOM | SOMADVEC
by Merryfield and Hol-
loway (2003)
adv_scheme%]lrstin_som logical The SOM initial state of | SOMADVEC
moments is read from file
adv_scheme%]1lrstout_som logical The SOM final state of mo- | SOMADVEC
ments is written to file
adv_scheme%1limiter ppm_ org logical Use flux limiter for PPM | PPMADVEC
by Colella and Woodward
(1984)
adv_scheme%1limiter_ppm_lin logical Use flux limiter for PPM by | PPMADVEC
Lin et al. (1994)
adv_scheme%]limiter mpdata_nonoscillatory logical | Apply flux limiter for MP- | MPDATAADVEC
DATA
adv_scheme%eps_lim_mpdata same as | Very small value to avoid | MPDATAADVEC
tracer zero division
unit
adv_scheme%min_value_mpdata same as | Minimum value for tracer | MPDATAADVEC
tracer
unit
adv_scheme_predictor%name character | Name of the advection | Since accuracy is
scheme used for the predic- | not so demanding,
tor phase. Only active trac- | QUICKADVEC is rec-
ers (&S) need to be con- | ommended due to its
figured. small computational
cost.

13.3.3 Restoring condition

The following are variables related to the restoring condition for a tracer.

Table13.4 Namelist nml_tracer_data related to restoring condition

variable name units description usage
restore_conf%1l_surf_restore | logical | restore condition at the surface is applied or not | default =.false.
restore_conf%]1_body_restore | logical | restore condition in the interior is applied or not | default = .false.

13.3.4 Reference data

a. Three dimensional reference state for restoring

When the field of a tracer is restored to a reference state, the attributes of the reference state should be given by the variables
listed on Table 13.5. This reference state is also used to produce an initial state for that tracer when its restart file is not

available (See Table 13.1).
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Table13.5 Namelist nml_tracer_data related to reference values for body forcing and initial condition

variable name units description usage
trcref conf%file data character | a file name that contains reference
values for body forcing and initial
condition.
trcref_conf%file_data_grid | character | a file name of grid needed if linterp = .true.
trcref_conf%imfrc integer | grid size of data in x direction
trcref_conf%jmfrc integer | grid size of data in y direction
trcref_conf%kmfrc integer | grid size of data in z direction
trcref_conf%interval integer | regular time interval of data positive value : unit is sec
—1 : monthly
—999 : steady forcing
trcref conf%num_data_max integer the number of record contained in the
file
trcref conf%ifstart integer, [ymdhms] of the first record of the | 1999,1,1,0,0,0 when the first
dimension| input file record is the average value of
(6) Jan 1999 and its data interval
is monthly.
trcref_conf%Ilrepeat logical | climatological data is repeatedly used | default = .false.
trcref_conf%linterp logical interpolate horizontally or not default = .false.
trcref_conf%linterp_v logical | interpolate vertically or not default = .false.
trcref_conf%ilinear integer | interpolation method 1: linear, 2: spline
trcref_conf%]luniform logical | data is horizontally uniform or not default = .false.
trcref_conf%]luniform_v logical data is vertically uniform or not default = .false.
trcref_conf%ldouble logical | input data is double or not default = .false.
trcref_conf%iverbose integer | standard output of progress 1 : extensive, 0 : minimum
trcref_conf%]ldefined logical | the input data is defined or not default = .false.

Format of tracer reference / restoring data is shown in the following.

(— Format of tracer reference / restoring data (trcref(_surf)_conf%file_data) —

integer(4), parameter ::

imn = 12, nu = 99

| data size

:: file_data, fname_grid

:: alonf(imfrc), alatf(jmfrc), dpf(kmfrc)

integer(4) :: imfrc, jmftc, kmfrc
character(128)

real(4) :: ttlev(imfrc, jmfrc,kmfrc,imn)
real(8)

logical :: linterp, linterp_v

! main data

open (unit=nu,file=file_data,access=direct,recl=4*imfrc*jmfrc*kmfrc)

dom=1, imn

write(unit=nu,rec=m) ttlev(:,:,:,m)

end do
close(nu)

! longitude/latitude of main data

if (linterp) then

open (unit=nu,file=file_grid)

write(nu) alonf, alatf

! If input data is horizontally interpolated in the model.

if (linterp_v) then ! If input data is vertically interpolated in the model.

write(nu) dpf
end if
close(nu)
end if
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b. Two dimensional reference state for surface restoring

When the surface field of a tracer is intended to be restored to a reference state, the attributes of the surface reference state
should be given by the variables listed on Table 13.6.

Table13.6 Namelist nml_tracer_data related to reference values for surface restoring forcing.

variable name units description usage
trcref_surf conf%file_data character | a file name that contains refer-
ence values for surface restor-
ing forcing
trcref_surf conf%file_data_grid | character | a file name of grid needed if linterp = .true.
trcref surf conf%imfrc integer grid size of data in x direction
trcref_surf_conf%jmfrc integer | grid size of data in y direction
trcref_surf conf%interval integer | regular time interval of data positive value : unit is sec
—1 : monthly
—999 : steady forcing
trcref surf conf%num data_max integer the number of record contained
in the file
trcref surf conf%ifstart integer, [ymdhms] of the first record of | 1999,1,1,0,0,0 when the first
dimension| the input file record is the average value of
(6) Jan 1999 and its data interval
is monthly.
trcref_surf_conf%lrepeat logical | climatological data is repeat- | default =.false.
edly used
trcref_surf_conf%linterp logical | interpolate horizontally or not | default =.false.
trcref surf conf%ilinear integer interpolation method 1: linear, 2 : spline
trcref_surf conf%luniform logical data is horizontally uniform or | default = .false.
not
trcref_surf conf%ldouble logical input data is double or not default = .false.
trcref_surf_conf%iverbose integer | standard output of progress 1 : extensive, O : minimum
trcref surf conf%ldefined logical the input data is defined or not | default = .false.

13.3.5 Restoring coefficient

a. Coefficient for three dimensional restoring

When the field of a tracer is restored to a reference state, the attributes of the file that contains restoring coefficients should

be given by the variables listed on Table 13.7. Units of restoring coefficient is sec™ .

1

Table13.7 Namelist nml_tracer_data related to restoring coefficient for body forcing.

variable name units description usage

rstcoef conf%file_data character | a file name that contains restoring
coefficient for body forcing.

rstcoef_conf%ifile_data_grid | character | a file name of grid needed if linterp = .true.
rstcoef_conf%imfrc integer | grid size of data in x direction
rstcoef_conf%jmfrc integer | grid size of data in y direction
rstcoef_confY%kmfrc integer | grid size of data in z direction
rstcoef_conf%interval integer | regular time interval of data positive value : unit is sec

Continued on next page
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variable name units description usage
—1 : monthly
—999 : steady forcing
rstcoef_conf%num_data_max integer | the number of record contained in
the file
rstcoef conf%ifstart integer, [ymdhms] of the first record of the | 1999,1,1,0,0,0 when the first
dimension| input file record is the average value of
(6) Jan 1999 and its data interval
is monthly.
rstcoef conf%]lrepeat logical | climatological data is repeatedly | default =.false.
used
rstcoef _conf%]linterp logical | interpolate horizontally or not default = .false.
rstcoef_conf%linterp_v logical | interpolate vertically or not default = .false.
rstcoef_conf%ilinear integer | interpolation method 1 : linear, 2 : spline
rstcoef_conf%luniform logical | data is horizontally uniform or not | default = .true.
rstcoef conf%1luniform v logical data is vertically uniform or not default = .false.
rstcoef_conf%]ldouble logical | input data is double or not default = .true.
rstcoef_conf%iverbose logical standard output of progress 1 : extensive 0 : minimum
rstcoef_conf%ldefined logical | the input data is defined or not default = .false.

Note that the default settings for luniform and 1double are differ from those of the other attributes.

b. Coefficient for surface restoring

When the surface field of a tracer is intended to be restored to a reference state, the attributes of the file that contains surface
restoring coefficients should be given by the variables listed on Table 13.6. Units of the surface restoring coefficient is

sec™l,

Table13.8 Namelist nml_tracer_data related to restoring coefficient for surface restoring forcing.

variable name

units description

usage

rstcoef surf conf%file_data

character | a file name that contains

restoring coefficient for for
surface restoring forcing.

rstcoef surf_conf%ifile_data_grid

character | a file name of grid

needed if linterp = .true.

rstcoef_surf conf%imfrc

integer | grid size of data in x direction

rstcoef_surf conf%jmfrc

integer | grid size of data in y direction

rstcoef surf conf%interval

integer | regular time interval of data

positive value : unit is sec
—1 : monthly
—999 : steady forcing

rstcoef surf conf%num_data_max

the number of record con-
tained in the file

rstcoef surf conf%ifstart

integer, [ymdhms] of the first record
dimension| of the input file

(6)

1999,1,1,0,0,0 when the first
record is the average value of
Jan 1999 and its data interval
is monthly.

rstcoef_surf confY%lrepeat

logical | climatological data is repeat-

edly used

default = .false.

rstcoef_surf conf%linterp

logical | interpolate horizontally or

not

default = .false.

rstcoef surf conf%ilinear

integer | interpolation method

1: linear, 2: spline

rstcoef surf conf%Iluniform

logical | data is horizontally uniform

or not

default = .false.

rstcoef surf conf%1ldouble

logical | input data is double or not

default = .false.

rstcoef surf conf%iverbose

logical | standard output of progress

1: extensive, 0 : minimum

rstcoef surf conf%Ildefined

logical | theinputdatais defined or not

default = .false.
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13.3.6 Example

Following is an example of namelist nml_tracer_data for Salinity. Some systems may not allow blank lines or comment
lines in a namelist. In this case, you should delete them.

&nml_tracer_data
name="Salinity",

I advection scheme

adv_scheme%name="som" ,
adv_scheme%limiter_som_org=.false.,
adv_scheme%limiter_som_Merryfield®3=.true.,
adv_scheme%lrstin_som=. false.,
adv_scheme%lrstout_som=.true.,
adv_scheme_predictor¥name="quick",

! restore_condition
restore_conf%l_surf_restore=.true.
restore_conf%l_body_restore=. false.

| trcref
trcref_conf¥%file_data='../data/file_sclim.grd’,
trcref_conf%file_data_grid=’dummy.d’,
trcref_conf%imfrc=184,
trcref_conf%jmfrc=152,
trcref_conf¥kmfrc=51,
trcref_conf%interval=-1,
trcref_conf%ifstart=1947,12,1,0,0,0,
trcref_conf¥num_data_max=14,
trcref_conf%lrepeat=. false.,
trcref_conf¥%linterp=.false.,
trcref_conf¥%ilinear=1,
trcref_conf%iverbose=1,

I rstcoef
rstcoef_conf¥%ldefined=. false.,

I trcref_surf

trcref_surf conf%file_data=’../data/file_ssurf.grd’,
trcref_surf conf%file_data_grid="dummy.d’,
trcref_surf_conf%imfrc=184,

trcref_surf conf%jmfrc=152,
trcref_surf_conf%interval=-1,
trcref_surf_conf%ifstart=1947,12,1,0,0,0,
trcref_surf_conf%num_data_max=14,
trcref_surf conf%lrepeat=.false.,
trcref_surf conf%linterp=.false.,
trcref_surf_conf¥%ilinear=1,
trcref_surf_conf%iverbose=1

| rstcoef_surf
rstcoef_surf_conf%file_data=’../data/rstcoef_surf_s.grd’,
rstcoef_surf_conf%file_data_grid="dummy.d’,

rstcoef_surf conf%imfrc=1,

rstcoef_surf_conf%jmfrc=1,
rstcoef_surf_conf%interval=-999,
rstcoef_surf_conf%num_data_max=1,
rstcoef_surf_conf%iverbose=1,
rstcoef_surf_conf%luniform=.true.,

rstcoef_surf conf%ldouble=.true.,
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Chapter 14

Sea surface fluxes

The governing equations introduced in Chapter 2 need boundary conditions. At the sea surface, they take the form of the
flux boundary condition. Momentum fluxes for the equations of motion, heat and material fluxes for the temperature and
other tracer equations, and fresh water fluxes for the continuity equation. These surface fluxes are the main driving force
of oceanic motions. This chapter explains how they are treated in MRI.COM.

Ideally, the realistic momentum, heat and fresh water fluxes based on observation should be used when a realistic
simulation is intended. However, because existing sea surface fluxes derived from observations include large errors and
the ocean models have their own errors, it is not common for an ocean-sea ice model in stand-alone mode to be driven
by fluxes without a feedback process. It is a common practice for an ocean-sea ice model to compute fluxes using a bulk
formula with sea surface meteorological elements derived from atmospheric reanalysis data and the surface temperature
and velocity of its own.

Section 14.1 describes momentum flux. How heat fluxes are treated is described in Sections 14.2 through 14.5.
Treatment of fresh water fluxes is described in Section 14.6, including the computations of the equivalent fluxes under
invariable first layer volume condition (Section 14.6.2). Sections 14.7 and 14.8 explain how heat and fresh water fluxes
are used in temperature and salinity equations. Several options are available for the choice of the bulk formula to calculate
momentum, latent and sensible heat, and evaporative fluxes. They are detailed in Section 14.9 along with a general
formulation for bulk transfer coefficients. How to give the attributes of external forcing data to the model is explained in
Section 14.10. Finally, some technical details are presented in Sections 14.11 and 14.12.

Here is a cautionary note. Although recent satellite observations enable us to obtain sea surface fluxes with high
resolution in space and time, even higher accuracy is necessary for practical uses. For example, a bias of several W m™2
in heat flux may greatly affect the thickness of sea ice, meaning that accuracy on the order of several W m~2 is necessary
to clarify climatic change (WGASF, 2000). Efforts in enhancing observations and evaluating sea surface fluxes based on
various methods have been expanded globally. In the future, a high-resolution ocean model and a new scheme for advection
and diffusion may be developed to improve the simulation capability. It is noted, however, that increased observation
frequency does not necessarily guarantee improved accuracy of the fluxes (for example, it is unlikely that the accuracy of
a bulk coefficient would be improved). Hence, it should be kept in mind that sea surface fluxes presently involve large
uncertainties.

14.1  Momentum flux (surface stress)

14.1.1 Formulation

Surface forcing to the momentum equation, or surface momentum flux into the ocean, is in the form of wind stress (or
stress from sea ice), and is treated as a body force to the first level velocity in the model algorithm

0 (T Ty)

9 rvi) =t , 14.1
6t(”1 vi) pohz, (14.1)

where (u1,v]) is horizontal velocity at the first level, Az 1 is the thickness of the first layer, pg is the reference density of
sea water (Table 2.1), and 7, and 7, are zonal and meridional stresses.
Surface stress is an area weighted average of stresses due to surface wind and sea ice:

(tx, Ty) = (1 = A)(Ta0,, Ta0,) + A(710, T10,)> (14.2)

where A is the area fraction of sea ice. 749 and 7y are air-ocean and ice-ocean stresses, respectively.
Wind stress (air-sea momentum flux) vector, 740 is computed by using the wind vector of the surface air, U,, the first
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level velocity (surface current), a, and a bulk transfer coefficient Cp (see Section 14.9 for computation) as follows:

— — — —
7%) = paCD|Ua - aU|(Ug = aUs), (14.3)

where p,, is the density of air and « is the contribution of the surface current to the calculation of relative surface wind.
Usually, a is unity, but it can be tuned to reduce damping effect of the wind stress on the oceanic current (see Table 14.3).
See Chapter 17 for the computation of ice-ocean stress (170)).

14.1.2 Numerical implementation

On implementing Eq. (14.3), the time level of the surface velocity must be the starting time level of the integration.
Because the corrector substep is the main body of the LFAM3 time integration scheme (Section 4.3), we use the n-th step
surface velocity at the starting time level of the corrector substep.

" = paCp UL = U |(UL = alUy). (14.4)

The same treatment should be applied to the computation of ice-ocean stress. Note that surface fluxes including the
momentum flux are calculated in the predictor substep and the same fluxes are reused in the corrector substep.

In the bulk formulae implemented in MRI.COM, bulk transfer coefficients are computed on the tracer point. Those on
the velocity point are obtained as area-weighted averages from the surrounding tracer points.

14.1.3 Usage
a. Model option

By default, wind stress vector is given as external data and each component should be read from separate files. (Wind
stress data is always required, and thus files filled with zeros are necessary when wind stress is not applied.) The input data
should be in units of [dyn cm™]. When TAUBULK option is specified, the wind stress is calculated by using a bulk formula.
In this option, components of wind vector at 10 m in units of [cms™'] should be prepared as external data, instead of the
default wind stress data.

b. Input data

Time series of wind stress or surface wind vector data on a structured lattice should be prepared in the single precision,
direct access format with a constant time interval. The data may be interpolated in time and space in the model. Attributes
of the data are specified by nml_force_data. The name of the data and the units assumed by the model are listed on
Table 14.1. The name of the data should be "U-wind" and "V-wind" regardless of wind stress or wind vector. See Section
14.10 for details on how to specify external forcing files.

Table14.1 Wind data to be read from namelist nm1_force_data.

name units usage
X-ward wind stress U-wind dyncm™2 if not TAUBULK
Y-ward wind stress V-wind dyncm™ if not TAUBULK
X-ward wind speed U-wind cms! if TAUBULK
Y-ward wind speed V-wind cms! if TAUBULK

c. Namelist

At the initial stage of the model integration, wind stress or wind may be gradually set up from zero at the start and unity
after a specified period. The set up period is specified in namelist nm1_force_windsetup (Table 14.2).

Table14.2 Namelist nml_force_windsetup.

variable name units description usage
idays_wind_setup | day | wind setup period in days default : no tapering on wind
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Contribution of the surface current to the calculation of relative surface wind in (14.3) may be tuned by namelist
nml_bulk_wind (Table 14.3). This is because the use of full surface current may lead to too strong damping on swift
surface current in some model settings.

Table14.3 Namelist nml_bulk_wind.

variable name units description usage
current_contri_factor 1 Contribution of the surface current to the | default= 1.0
calculation of relative surface wind

14.2 Heat flux

14.2.1 Formulation

There are four main components in surface heat flux: shortwave radiation (Qsg), longwave radiation (Q10), latent (Qr4),
and sensible (Qgy) heat flux. Specific expression for these fluxes is shown in the following sections. In addition to those
fluxes, the heat exchanges with the sea ice (Qjc.) and the heat transport due to surface fresh water fluxes (Fg,F) contribute
to surface heat flux. See Section 14.6 for fresh water fluxes and Chapter 17 for details of exchange with sea ice.

The total sea surface heat flux Qngr is given by

Oner = Osu + Q1o + Qra + Osy + Qice + po¢ p Fiyp, (14.5)

where pg and ¢, are density and specific heat of sea water. Note that downward heat flux is defined as positive.

14.2.2 Numerical implementation

The components of net heat flux (14.5) are broken into three terms,

Oner = Qs + QorHER + PoC p Fip. (14.6)

Shortwave radiation (Qgsp) penetrates into the ocean interior. Other terms (Qorger) are absorbed in the first layer. Fresh
water transport term (poc Fv?/F) needs separate treatment because it should be consistent with the continuity equation and
included in the solution procedures of the tracer advection term.

14.2.3 Usage
a. Model options

The HFLUX option must be selected to treat surface heat fluxes explicitly in the model.

b. Input data

Time series of shortwave and longwave radiation, surface air temperature, surface specific humidity, surface wind speed,
and sea-level pressure on a structured lattice should be prepared. The data may be interpolated in time and space in the
model. Attributes of the data are specified by nml_force_data. The name of the data and the units assumed by the
model are listed on Table 14.4. See Section 14.10 for details on how to specify external forcing files at run time.

Table14.4 Heat flux data to be read from namelist nm1_force_data when HFLUX option is selected.

elements name units usage
Downward shortwave radiation ShortWave ergs"Tem™2 = x10° Wm™2
Downward longwave radiation LongWave ergs T cm™2
Surface air temperature TempAir °C
Surface air specific humidity SphAir 1
Scalar wind speed ScalarWind cms! unnecessary if TAUBULK
Sea level pressure Seal_evelPressure hPa also used for SLP
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14.3 Shortwave radiation flux

14.3.1 Formulation

By default, the downward shortwave radiation (Qg"HW“) is read as external forcing data. A part of the downward shortwave
radiation (a, Qg;’iwn) is reflected at the sea surface, and the remainder penetrates into the ocean interior as the net shortwave
radiation flux (Qsg(z=1n) = (1 - ao)Qg;’JW“), where a,, is the albedo at the sea surface and 7 is the position of sea surface
in the fixed vertical coordinate. More than 50% of the radiation (in the near infra-red band) is absorbed within a depth of
1 m below the sea surface, but the remainder (in the visible and ultraviolet bands) penetrates further into the ocean interior
and affects the subsurface temperature structure.

The penetrating shortwave radiation is expressed as a function of depth (z) in a fixed frame Qgy(z) and its vertical

convergence dQsy(z)/0z warms the sea water.

06 L1 90w (14.7)

ar pocp Oz

where py is the density of sea water and ¢, is the specific heat of sea water. There are three options regarding how the
vertical profile of shortwave penetration is specified.

a. Standard scheme of penetration

According to Paulson and Simpson (1977), the shortwave radiation flux penetrating into the ocean interior is given by
using the fraction of the near infra-red band (R) and the attenuation distances for the near infra-red band () and the
visible and ultraviolet band ({>) as,

Osu(z) = Osu(0)[Rexp{(-n +2)/{1} + (1 = R) exp{(-n +2)/ {2}, (14.8)

where we set R = 0.58, {1 = 35cm, and {, = 2300cm, using the optical properties of Water Type I based on the
classification by Jerlov (1976). Qs (0) is the net solar radiation flux at the sea surface.

b. A penetration scheme that takes into consideration of the insolation angle

The SOLARANGLE option enables us to include the effect of the insolation angle on the shortwave radiation flux in the
oceanic interior. This scheme is based on Ishizaki and Yamanaka (2010). In this case, if the depth (z) on the r.h.s. of
Equation (14.8) is replaced by the penetrating distance from the sea surface, the shortwave radiation is given by

Osn(2) = Qsu(0)[Rexp{(-n +2)/({1sin6,)} + (1 - R) exp{(-n +2)/({25in 6,,) }], (14.9)

where 6,, is the penetrating angle in the ocean interior. When SOLARANGLE option is specified in coupled models, Equation
(14.9) is replaced by
Osu(z) = Osn, (2) + Osh, (2), (14.10)

where Qgp, (z) and Qsp,(z) are the shortwave radiation fluxes due to direct (beam) and diffuse solar radiation. Those
fluxes are expressed as follows:

Osn,(2) = Qsn, (0)[Rp exp{(-n +2)/ ({1 sin6y) } + (1 = Rp) exp{ (-1 + 2)/ ({2 sin O1) }], (14.11)
Osn,(2) = Qsty (0)[Ra exp{(=n +2)/{1} + (1 = Ra) exp{(—1 +2)/{2}], (14.12)

where R;, and R are the ratios of near infra-red to total radiation in direct (beam) and diffuse solar radiation, respectively.
Osm, (0) and Oy, (0) are the net direct (beam) and diffuse solar radiation fluxes at the sea surface.

c. A penetration scheme that takes into consideration of chlorophyll concentration

Recent studies indicate that solar radiation absorption and local heating within the upper ocean are strongly influenced by
the chlorophyll concentration. By specifying CHLMA94 and NPZD options, we can use a shortwave penetration model with
the chlorophyll concentration (Morel and Antoine, 1994). In this scheme, the shortwave radiation flux penetrating into the
ocean interior is given by

Osn(z) = Qs (0)[Rexp{(-n +2)/{o} + (1 = R)(Viexp{(-n +2)/{1} + Vaexp{(-n + 2)/ 2})]. (14.13)
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The first exponential is for the infra-red waveband (> 750 nm), which is not influenced by biological materials and
attenuates with a distance of ¢y = 26.7 cm. The second and third exponentials are for the visible and ultraviolet bands (<
750 nm). Vi, Va, {1, and ¢, are calculated from an empirical relationship as a function of chlorophyll concentration (chl
[mg - m™3]) as follows:

Vi =0.321 +0.008C +0.132C% +0.038C> - 0.017C* - 0.007C?, (14.14)
Vo =0.679 — 0.008C — 0.132C2 — 0.038C> + 0.017C* + 0.007C3, (14.15)
£ = 1.540 - 0.197C +0.166C% — 0.252C3 — 0.055C* +0.042C>, (14.16)
£ =7.925 — 6.644C +3.662C* — 1.815C° — 0.218C* + 0.502C°, (14.17)

where C = logo(chl). Itis noted that V| + V, = 1.
When SOLARANGLE option is added to the options mentioned above, the shortwave radiation is slightly modified by

Osn(2) =Qsu(0)[Rexp{(-n+2)/({osinb,)}

+ (1= R)(Viexp{(-n+2)/({isinby)} + Vo exp{(-n +2)/({25in6)})]. (14.18)
In coupled models, Equation (14.18) is replaced by
Osn(2) = Osm, (2) + Osn,(2), (14.19)

where Qgsp, (z) and Qsp,(z) are the shortwave radiation fluxes due to direct (beam) and diffuse solar radiation. These
fluxes are expressed as follows:

Os,(z) =Osu, (0)[Rp exp{(-n +2)/({psinb,,)}

+ (1= Rp)(Viexp{(-n+2)/({18in0y)} + Vaexp{(-n +2)/({2sin6,,) })], (14.20)
Osn,(2) =Q0sn,(0)[Ra exp{(-n +2)/{o}
+ (1= Ra)(Viexp{(-n+2)/{1} + Vaexp{(-n +2)/ D], (14.21)

where R;, and R, are the ratios of near infra-red to total radiation for direct (beam) and diffuse solar radiation, respectively.

d. Albedo schemes

There are five options for the sea surface albedo. The first option is a constant value, which should be specified as alb in
namelist nm1_albedo_ocean.
The second option is based on Large and Yeager (2009) and is given by

o = 0.069 — 0.011 cos(24), (14.22)

where ¢ is latitude.
The third option is based on Barker and Li (1995) and is given by

3.12 0.074x
= 0.06 +0.0421x +0.128x — 0.04x* ( ) 5 14.23
o " orn AL Y568+ U T 104300/ (14.23)
where x = 1 —sin 6, (6, is a height angle of the Sun), and U is the surface wind speed [m s~
The fourth option is based on Briegleb et al. (1986) and is given by
0.026
a, = — +0.15(sinf, — 0.1) (sinf, — 0.5) (sinf, — 1.0) . (14.24)
(sin@,) " +0.065
The fifth option is based on Taylor et al. (1996) and is given by

0.037 (14.25)

Qo = .
1.1 (sin@,)"* +0.15

14.3.2 Numerical implementation

Shortwave flux is computed on T-cells, which means that variations of horizontal cross section due to topography (S) must
be taken into account. The vertical profile of the shortwave penetration can be expressed as a function of the vertical depth
from the sea surface. Discrete form of the absorption of shortwave heat for a grid cell (i, j, k — %) is

n+l n n n
OV = OV, ek A Qi i iSigkey = Qe 41 7ked ) (14.26)
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14.3.3 Usage
a. Model option

* SOLARANGLE must be selected to take the solar penetration angle into consideration

* CHLMA94 must be selected to take the effect of chlorophyll concentration into consideration. The chlorophyll
concentration will be taken from either the biogeochemical model with NPZD option or climatology (name =
ChlorophyllClimatology) with CHLCLIM option.

When CHLCLINM option is selected, time series of 2-D chlorophyll concentration should be prepared. The data may be
interpolated in time and space in the model. See Section 14.10 for how to specify external forcing files.

b. Namelist

Namelists related to shortwave radiation are listed on Tables 14.5 through 14.7.

Table14.5 Namelist nml_albedo_ocean.

variable name units description usage
alb no (real8) constant albedo
albedo_scheme_name | no (character) | name of ’constant’ or “const’ :
albedo scheme constant given by alb (default)
"CORE’ or ’Large and Yeager 2009’ :
Large and Yeager (2009)

"MRI-ESM1’, ’Barker and Li 1995’ or ’Barker95’ :
Barker and Li (1995)

"Briegleb et al 1986’ or ’Briegleb86’ :
Briegleb et al. (1986)

"Taylor et al 1996’ or *Taylor96’ :
Taylor et al. (1996)

albedo_choice no (integer) | choice of 1 : constant given by alb
albedo scheme | 2: Large and Yeager (2009)
(obsolete) 3 : Barker and Li (1995)

Table14.6 Namelist nml_solarangle.

variable name units description usage
interval_shortwave_sec sec time interval of short- | required
wave data
1 _variable_zenith_ang logical | use zenith angle with | default=.true.

daily variation
1_const_zenith_ang_mean | logical | use average zenith angle | validif 1_variable_zenith_ang=.false.
from sunrise to sunset
1_const_zenith_ang_noon | logical | use zenith angle at noon | validif1_variable_zenith_ang=.false.
1 diurnal_var shortwave logical | daily variational ampli- | default =.false., If this is true,

tude of solar flux is cal- | interval_ shortwave_sec = 86400
culated in this module
1 _penetr_ang_considered | logical | introduction of trans- | default = .true.
mitted angle based on
Snell’s law

Table14.7 Namelist nml_frac_nearir.

variable name units description usage
gsratio_nearIR | no (real8) | ratio of near infra-red band to the total | default = 0.58
shortwave flux (R)
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14.4 Longwave radiation flux

14.4.1 Formulation

Net longwave radiation into the ocean Qg‘g is the residual between the downward longwave radiation Qi‘(’)“’“ (external data

given by user) and the upward black body radiation of sea water with the sea surface temperature (Ogy,f),
01 = (1 - 1)QIN™ — €,,0 (Bsurt +273.15)*. (14.27)

Here, e,, is the emissivity for sea water, which should be specified by user, r is the reflectance of longwave radiation,
and o = 5.67 x 107 erg - s™' - cm™2 - K™ is the Stefan-Boltzmann constant. The longwave reflectance is calculated as
r =1 —a —t, where a and ¢ are the absorbance and the transmittance, respectively. Assuming that a = e,, from the
Kirchhoff’s law and ¢ = 0, we give the reflectance r by 1 — e,,.

14.4.2 Numerical implementation

There is no special issue on the numerical implementation. The net longwave flux is absorbed in the first layer of the
model. Before used to update the first level temperature, it is summed into an array (qothr) which gathers all heat flux
components except for shortwave. Note that the sea surface (first model level) temperature at the starting time level is used
to evaluate upward longwave flux in any time integration scheme.

14.4.3 Usage
a. Namelist

Emissivity (e,,) of black body radiation from the sea surface may be specified by user at run time with namelist
nml_emissivity_sea_water (Table 14.8).

Table14.8 Namelist nml_emissivity_ sea_water.

variable name units description usage
emissivity | no(real8) | emissivity of upward longwave radiation | default= 1.0
from sea water

14.5 Latent and sensible heat fluxes

14.5.1 Formulation

The bulk method is used to calculate latent and sensible heat fluxes. In the bulk method, latent heat flux (Q4) and sensible
heat flux (Qgy) are calculated using bulk transfer coefficients Cg and Cpy (see Section 14.9),

Q14 = = paLCr|AU|(gs — qa), (14.28)
Osv =— pacpaCH |A[7|(TY - 64). (14.29)

Here, p, is the air density, L is the latent heat of evaporation, g, is the specific humidity of the surface air, gy is the
saturated specific humidity of the sea surface temperature, 6, is the surface air potential temperature (K), 7 is the absolute
sea surface water temperature (K), and AU = l7a - afﬁs is the vector difference between the surface wind and the first level
velocity (surface current). As explained in relation to the wind stress (Section 14.1), « is the contribution of the surface
current to the calculation of the relative wind vector. The quantity ¢, is the specific heat of air.

14.5.2 Numerical implementation

There is no special issue on the numerical implementation. The latent and sensible heat fluxes are absorbed in the first
layer of the model. Before used to update the first level temperature, they are summed into an array (qothr) which gathers
all heat flux components except for shortwave. Note that the sea surface (first model level) temperature at the starting time
level is used to evaluate fluxes in any time integration scheme.
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14.5.3 Usage
Model option

MRI.COM can provide two calculation methods for bulk transfer coefficients. One of them must be specified when HFLUX
option is chosen.

» BULKNCAR for Large and Yeager (2004; 2009)
e BULKECMWF for ECMWF (2016b)

See Sections 14.9.2 and 14.9.3 for details.

14.6 Freshwater flux

14.6.1 Formulation

Freshwater flux through the sea surface (F") is caused mainly by precipitation (P), evaporation (E), river discharge (R),
and formation-melting of sea ice (/):
FY =P-E+R+1, (14.30)

Precipitation and river discharge are given as input data. MRI.COM conventionally considers precipitation on the sea
as rainfall and precipitation on sea ice as snowfall. It is possible to separately specify rainfall data and snowfall data
(P = Prain + Psnow; Table 14.9). Note that rainfall on the sea ice in this case passes through the sea ice and falls directly on
the sea. Fresh water flux due to sea ice formation-melting is given by the sea ice model. Evaporation is computed by a
bulk formula in the ocean model and it should be consistent with the latent heat flux:

E = paCe|AU|(qs — qa) = —Q1a/L. (14.31)

Note that evaporation (E) is defined as positive upward.
Fresh water flux is treated as the surface boundary condition for the surface height equation:

on

ot "
Fresh water is added to/subtracted from the surface grid cell. Thickness of grid cells in the whole vertical column should
be modified to adapt to this change in the surface height. Concentration of materials (tracer species) in a grid cell should
be updated by taking into account of these volume changes. Knowledge about the contents of materials in the fresh water
flux is required for the computation, which is explained below.

+FY. (14.32)

14.6.2 Material fluxes due to fresh water flux

Rainfall, evaporation, and river discharge (P, — E + R) are assumed to have the first level temperature (6g,¢) and zero
salinity. We assume that the snow temperature is 0°C and its salinity is 0. Melting heat of snowfall is supplied from the
top layer of the ocean model. In addition, fresh water flux is simply added to the first layer volume. Thus, the downward
temperature and salinity transports to the first layer due to the fresh water flux are given as follows:

FI?/F = (Prain —-E+ R) * Osurf + F]H - FSGnowMelt’ (14.33)
Fye = Fy. (14.34)

where F' Ig and F' f are temperature and salinity transport due to the water exchange between the ocean and sea ice,

respectively. Those fluxes are calculated in the sea ice model (Eqs. (17.252) and (17.255)). The salinity transport is
induced only by the water exchange between the ocean and sea ice, and other water inflows are assumed to have zero
salinity. These downward transports of temperature and salinity are treated as downward vertical advection terms at the
top of the first ocean model layer (Eqgs. (14.36) and (14.39) ).

14.6.3 Numerical implementation

a. Suppressing long-term drift of sea water volume

Because the global mean of FW should not necessarily be zero and there is no feedback mechanism in an ocean-sea ice
system to balance the fresh water budget, the globally averaged volume of the ocean may continue to increase or decrease.

—-160 -



Chapter 14  Sea surface fluxes

To avoid this, the integral of the globally averaged freshwater flux is set to zero by selecting WADJ option,
FY =FY —FW, (14.35)

where FV is the global mean of FV (= P — E + R), where E includes sublimation over sea ice. Note that exchange with
sea ice is not included in the computation of FW .

14.6.4 Usage
a. Model options

* WFLUX should be specified to explicitly treat fresh water fluxes in the model. In this case, precipitation data must
be prepared as input data.

* RUNOFF enables river discharge to be treated. River run-off data should be given as external data.

* WADJ imposes conservation of sea water volume of the ocean - sea ice system.

b. Input data

When WFLUX and RUNOFF options are specified, time series of precipitation and river run-off data must be prepared,
respectively. Users can use namelist nml_force_snowfall (Table 14.9) to control whether snowfall data is read
individually or not. The freshwater flux read from “Precipitation” data is regarded as rainfall if the users explicitly specify
the snowfall data. Data on a structured lattice should be prepared in the single precision direct access format with a
constant time interval. Attributes of the data are specified by nml_force_data. Name and units assumed by the model
are summarized in Table 14.10.

The data may be interpolated in time and space in the model. See Section 14.10 for how to specify external forcing files.

Table14.9 Namelist nml1_force_snowfall.

variable name units description usage
1 read_snowfall| logical | Read snowfall data in addition to precipitation (rainfall) data default = .false.

Table14.10 Water flux data to be read from namelist nm1_force_data.

element name units usage
precipitation Precipitation gsem™? WFLUX
river discharge RiverDischargeRate gsem™ RUNOFF
snowfall Snowfall g s~Tem™2 WFLUX; required when 1_read_snowfall =.true.
(Table 14.9)

c. Namelist

The river run-off data around Antarctica may be treated as the discharge of iceberg if sea ice is present in the grid. Namelist
nml_mkflux specifies this behavior (Table 14.11).

Table14.11 Namelist nml_mkflux. See also Table 14.13.

variable name units description usage
1 glacier logical | if a rivermouth grid has sea ice then river | default = .false.
discharge is converted into iceberg input
from glacier

Continued on next page
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Table 14.11 — continued from previous page

variable name units description usage

1_after_rivermouth_spread | logical | river discharge is converted into iceberg af- | default = .false.

ter a smoothing operation of river discharge
data

When WADJ option is selected, the global summation of surface fresh water fluxes, which is used for determining the
offsetting flux, can be made MPI parallel independent by choosing 1_strict_waterflux_adjust = .true. in namelist
nml_waterflux_adjust (Table 14.12).

Table14.12 Namelist nml_waterflux_adjust.

variable name units description usage
1 _strict_waterflux_adjust | logical | water flux adjustment is made MPI parallel | default = .false.
independent

14.7 Treatment in the temperature equation

14.7.1 Formulation

The contributions of surface forcing (F ZH ), shortwave radiation flux (Qgg) and the heat transport due to fresh water flux
(14.33, F, V“),F) to the first layer temperature are expressed as

a6 FPAA 1 0 F¢ AA
— = .+ st PR Gy (14.36)
ot lk=14 AV pocp, Oz AV

where AA and AV are the horizontal area and the volume of the first layer of a T-cell, respectively. The term (F, Zg ) consists

of the net sea surface heat flux except for the shortwave radiation flux (Q orrEg), restoring of SST (0gyf) to a specified

value (6%), and heating associated with freezing of supercooled water Qiu[’em(ﬂ :

FZHAA _ QorHERAA B ﬂ (Osurt — 0F)AA + goupercool (14.37)
AV pocpAV - yg AV ' ' .

The heat flux (QorrEer) has been converted to temperature transport using the reference density (o) and specific heat (c )
of sea water. The second term on the r.h.s. is a restoring term to a specified SST. The parameter y¢ is a restoring time
(in units of seconds) and should be read from input file (see Chapter 13). The restoring term is converted to temperature
transport by multiplying the (fixed) thickness of the first layer of a T-cell (Az 1 ).

By default, surface temperature forcing consists only of the restoring term. By specifying HFLUX option, sea surface
heat fluxes are treated explicitly. The heat transport due to fresh water flux are included when WFLUX option is specified.

14.7.2 Numerical Implementation

The heat transport due to fresh water flux (FV?,F in 14.36) is incorporated in the advection schemes. Shortwave absorption
is treated separately from other heat flux terms. Heat flux components except for the shortwave radiation are gathered in
an array (qothr) and added to the tendency of the first layer temperature.

Heating of supercooled water (qupercml) is calculated as follows:

1 .
qupercool = v (Osurf — Ofreeze) it Osurf < Ofreeze- (14.38)

When the temperature of the first layer is below the freezing point, the temperature is set to the freezing point and this
heat comes from the latent heat release of the new sea ice formation. This is done in the sea ice model. Because the sea
ice part uses the forward scheme to proceed in time, the sea surface temperature at the "current" time level must be given
to the sea ice part from the ocean part. The result is that the temperature below the freezing point at the "current” time
level is modified and adjusted to the freezing point by the sea ice part. This treatment is not compatible with the leap-frog
time stepping employed by the ocean part. Specifically, treating this temperature adjustment process in a form of heat flux
exchange may result in a numerical instability. Though the modification of sea surface temperature in the sea ice part is
inconvenient for some purposes, we keep this treatment until a revision of time-stepping scheme is considered. (That is,
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the sea water temperature is directly corrected in the sea ice model, and its heating tendency is calculated in the ocean
model afterward.) See Sec. 17.2.3 for sea ice formation by freezing of supercooled water in the sea ice model.

14.8 Treatment in the salinity equation

The fresh water flux (Fy ) modifies the volume but not the salt content of the surface layer, changing the salinity of the
surface layer (see also Chapter 7). Since fresh water flux is not related directly to the sea surface salinity, the model sea
surface salinity might be far from the observed value. Hence, an adjustment is sometimes needed to restore the model sea
surface salinity to the observed one (see the last term on the r.h.s. of the next equation). Generally, the model salinity is
restored to the observed climatological sea surface salinity since no reliable data set of historical sea surface salinity is
available at present.

14.8.1 Formulation

The contributions of explicit surface forcing (FZS ) and the salt transport due to formation and melting of sea ice (14.34,
F, Vf,F) to the first layer salinity are expressed as

s FSAA  FppAA
—_— = ... + - + > 14'39
ot lk=1 AV AV (1439

where AV, AA are the same as those in (14.36).
The explicit surface forcing (F’ f ) consists of restoring of SSS (Ssyf) to a specified value (S*) and salinity correction by

the sea ice model Si¢¢:
FSAA  AZ) (Syp - §7)AA

sice, 14.40
AV s AV (14.40)

The parameter 1/7; is a reciprocal of a restoring time (in units of seconds) and should be read from input file (see Chapter
13). The restoring term is converted to salinity transport by multiplying Az 1,88 in (14.37). Users have a variety of
options for SSS restoring (see Table 14.14).

The salinity correction by the sea ice model Si® is calculated as follows:

. 1
S = 17 (Sice = Seurt) = ro___ (14.41)

where Squrr is SSS at the current time step, Sice is the modified SSS in the sea ice model, and F’ fo is a salinity flux between
ocean and sea ice without the water exchange [cm psu s~!] (positive upward) (Eq. 17.95). Sice = 0 in an ocean only model
without a sea ice model.

14.8.2 Numerical Implementation

The salinity transport due to fresh water flux is incorporated in the advection schemes. The first layer salinity is calculated
by taking into consideration of the volume change of the grid cell due to the continuity equation.

14.8.3 Usage
a. Model option

* WFLUX treats fresh water fluxes explicitly in the model. Salinity will be affected by fresh water fluxes.
» STABLERUN restores sea surface salinity to climatology when salinity is lower than 5 pss

b. Namelist

Namelists related to salinity flux at the sea surface are listed on Tables 14.13 and 14.14.
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Table14.13 Namelist nml_mkflux. See also Table 14.11.

variable name | units description usage
rs_local how salinity for iceberg and snow is extracted 1 : taken from the local grid
0 : taken from global sea surface

Table14.14 Namelist nml_sss_restore.

variable name units description usage

sss_rst_diff max pss the maximum of the difference between model | default = 100 pss
and reference sea surface salinity

1 nosss_rst_seaice logical | no surface salinity restoring below sea ice default = .false.

1 nosss_rst_cstice logical | no surface salinity restoring at the coastal grid | default = .false.
with sea ice

1 _sss_rst_cnsv logical | set globally integrated surface salinity restoring | default = .false.
to zero

1 _strict_sss_rst_cnsv | logical | global summation of surface salinity restoring | default =.false.
flux is done serially so that the result becomes
MPI parallel independent

14.9 Bulk transfer coefficient

This section briefly describes how to calculate sea surface fluxes using a bulk formula. For details, readers are referred to
Kantha and Clayson (2000), Large and Yeager (2004) and ECMWF (2016b). Bulk transfer coefficient for air-ice interface
is given in Section 17.2.1.

14.9.1 Formulation of bulk formula

Transfer processes through atmosphere and ocean boundaries are governed by complicated turbulent processes. Tradition-
ally, these turbulent fluxes are parameterized as a bulk transfer law. This method does not explicitly solve the interaction
between the atmosphere and the ocean, and attributes all unknown processes to bulk transfer coefficients.

Momentum (|770>|), sensible heat (Qgy), latent heat (Qr4), and water vapor (E) fluxes are written in terms of turbulent
components as follows:

[Taol = — pawit = pau?, (14.42)
OSN = = PaCpaWb = PaCpaltsbs, (14.43)
Qra = — paLEWG = paLEl.g.. (14.44)

E = - pawq = patiaqs = Qra/LE, (14.45)

where a bar over two variables denotes a covariance between the turbulent component of vertical velocity (w) and that of
each physical property, wind speed (u), air potential temperature (6), and specific humidity (q). p, is air density, u, is
friction velocity, 6. = Qsn/(paCpatt+) is the temperature scale in the boundary layer, g. = Qra/(paLgus) = E/(pait) is
the scale of specific humidity in the boundary layer, c,, is the specific heat of air, and L is the latent heat of water vapor
evaporation.

Sea surface fluxes are also represented using bulk formulae as follows:

20, = PaConlUa = Us|(Ua = Uy), (14.46)
TA0, =paConlUs = Us| (Ve = Vi), (14.47)
Osn = = pacpalUa = Us|Crn(Ts = 0a), (14.48)
Q14 = — paLE|Us — Us|Cen(gs — qa)- (14.49)

E =palUq = Us|Cen(gs — qa), (14.50)

where lju = (U,,V,) is the wind vector at a height of zy, ljs = (Us, V) is the current vector at the sea surface, 740, and
Ta0, are the zonal and meridional component of wind stress 17)0, respectively, and T is the absolute sea surface water
temperature (K). The subscript "a" means the value at a height of z = zy,, and the subscript "s" means the value at the sea

~ 164 -



Chapter 14  Sea surface fluxes

surface. Specific humidity at sea surface g, is calculated by Eq. (14.122). The contribution factor (@) of the surface
current to the calculation of the relative wind vector explained in Section 14.1 is omitted here for brevity.

Parameter Cpy, is called a drag coefficient. Cyy and Cgy, are transfer coefficients for heat and water vapor and are called
the Stanton coefficient and the Dalton coefficient, respectively. These can be estimated by observed atmospheric elements
(wind velocity, air temperature, and humidity) at a height in the boundary layer, not by observed turbulent fluxes, using
the following Equations (14.51), (14.52), and (14.53) and the similarity law of Monin-Obukhov mentioned below,

2

Con = ———, (14.51)
|Ua _Us|2
c +04
Cuy = - WPl ____ , (14.52)
|Ua_Us|(Ts_9a) |Ua_Us|(Ts_0a)
E EUES
B = [Pa = 2ed (14.53)

|Ua = Us|(gs = qa) |Ua = Us|(gs — qa)

The similarity law of Monin-Obukhov assumes that physical properties in the atmosphere-ocean boundary layer (a layer
with a thickness of several tens of meters located below the lower mixed layer of the atmosphere) have similar vertical
profiles when they are scaled with the stability parameter and sea surface fluxes. Vertical profiles of wind speed (U), air
temperature (), and humidity (g) can be written as follows:

kz dU(z) z
v =oulz) (1454
kz dO(z) z
o _‘bH(Z)’ (14.55)
kzdg(z) [z
— _¢E(£), (14.56)

where « = 0.4 is the von Karman constant, and £ is the Monin-Obukhov length scale

ui uié’v
= = (14.57)
kQp Kkgweo,

In (14.57), Qp = —g w6, /0, is the buoyancy flux, 6, is the virtual temperature (6, = 6 (1 + ¢, q); see also (14.134)),
and wé, is the net heat flux including the water vapor flux:

WO, = wl (1 + cyr q) + Cor Owg. (14.58)

In (14.54) to (14.56), { = z/ L is the Monin-Obukhov similarity variable, and ¢»s g g are nondimensional functions for
wind velocity, air temperature, and specific humidity. The nondimensional functions are assumed to be mathematically
simple functions.

Now we integrate equations (14.54), (14.55), and (14.56) in the vertical direction and gains the following equations:

" z 1 ’ ,

U(z)—U(ZO)=”7/ ;W(j—:)dz, (14.59)
0, (%1 N

9(1)_9(ZOT)=7/ ;m;(zz)dz, (14.60)

0. %1 2\,
9() - qzor) == | —ox(=)dz, (14.61)
K Jo 2 L
where zo, zot, and zog are roughness lengths for each physical property. These are the aerodynamic roughness lengths,
which are the heights at which each physical characteristic value coincides with the value at the sea level boundary when
extrapolated downward based on the Monin-Obukhov similarity law. In short, U(zg) = Uy, 8(zor) = Ty, and g(z0g) = ¢s.

Egs. (14.59), (14.60), and (14.61) are rewritten as follows:

U(R)-Us == |In = Wy (£, §M)], (14.62)
K | 20

0(z) — Ty L N -Yu(l, §H)], (14.63)
K | 20T
g« . z

q(z) —qs =— |In— = ¥Ee((, KE)], (14.64)
K | <20E
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where

’

¢ ] 4d
V@ wane) = [ 1= owne@)]) G (14.65)

{M . H.E

The lower ends of the integral in (14.65), {as, (g and (g are calculated as zo/ L, zor/L and zog/ L, respectively. When
the stability of the boundary layer () is already known, bulk transfer coefficients can be estimated from the equations
(14.51, 14.52, 14.53) using these roughness lengths and the relationships U, = U(z1), 04 = 0(z1), 94 = 9(z1),

K2

Cph =

. (14.66)
[ln h_ Y1 (Lns KM)]
20

K2

(14.67)
[m o \I'M(gh,gM)] [m <h
20 Z0T,0E

ChnEn = .
~Yu £(LnCH.E)

14.9.2 Large and Yeager (2004; 2009): BULKNCAR

In neutral stability, ¢as g = 1 gives a good approximation for Eqs. (14.54), (14.55) and (14.56). Then, the equation
(14.65) gives Wps . g = 0. The bulk transfer coefficient is a function of the roughness length (zo,zor, and zog for each)

only and is expressed as follows:
2

K
Cpnh = > (14.68)
Zh
In —
20
&2
CHNW,ENh = T (14.69)
Zh Zh
In —] [ln ]
| 20 Z0T,0E
_ 1 Conn (14.70)
1 - _C1/2 In ZOT,OE]
DNh 2
1 /2
«C
—__ "DNh (14.71)
Zh
In ]
Z0T,0E

Normally, these neutral bulk transfer coefficients are estimated at a height of 10 m. Non-neutral bulk transfer coefficients
at an arbitrary height (z5) are connected with the neutral bulk transfer coefficients at a height of 10 m as follows:

G
Cph = 1 DNTO -, (14.72)
1+ ;CDNIOC[_)II\]/IZO (ln - ‘PM(Q:))]
( Cor )1 2
CHN10,EN10 C
DN10
CHn,Eh = , (14.73)

1
L+- CHNl() ENI()CDNI() (111 -Yu E((h))]

where z19 means z = 10 m. If we approximate {7 g g by zero in Eq. (14.65), the equations above are independent from
the roughness length.

The neutral bulk transfer coefficients at a height of 10 m (Cpni1o, Cunio, and Cgnio) are often estimated, according to
the stability, as a function of velocity at 10 m. In the bulk formula based on Large and Yeager (2004; 2009), the bulk
transfer coeflicient at 10 m in the neutral stability is given as follows:

2.70 Uion 10776 -1
s 22401424+ U 314807 x 1071008, Ujon < 33ms
10°Cpnio = { 2.1?213 Uyox > 33ms! (14.74)
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10*Cenio = 34.6y/Copnio, (14.75)
18.04/Cpnio, stable £ > 0,

103Cunio = 14.76

HNIO { 32.7+/Conio,  unstable £ < 0, (14.76)

Each turbulent flux is estimated at a height where wind speed is observed by transforming air temperature and humidity
from the height where they are observed (zy and z,, respectively) to the height where wind speed is observed. The
observed heights are specified in namelist nm1_srfflx_dbase (see Table 14.20).

Each physical property is estimated at a height where wind speed is observed in the following operations. First, calculate
the virtual temperature 6, according to (14.134) with air temperature at z¢ and specific humidity at z,, as follows:

v=0(z0)(1 + cvs q(zq)) (14.77)

Next, calculate the bulk transfer coefficient at 10 m in the neutral stability assuming that the first guess for the 10 m wind
speed in the neutral stability is Ujon = |AU(z,)| = |Uq(z4) — Us| (Equations (14.74) to (14.76)). The first guesses of the
scales for the friction velocity, air temperature, and specific humidity are estimated assuming that these bulk coefficients
are at the observed height and stability,

-
l 20l _ oo 1AT (2], (14.78)
C
0, = QSN = B0 (g(z9) - Ty), (14.79)
PaCpl«  {/CpNig
E C
g = —— = 02 (g(z4) - ), (14.80)

Palts /CpNio

where g is the saturated specific humidity at sea surface temperature 7.

Next, perform the iteration using the three Monin-Obukhov similarity variables, ¢, = 2,/ L, {9 = 2o/ L,and {, = 24/ L,
and an integral of the nondimensional profile function for the vertical gradient of each physical property, W, ({) for
momentum and Wy (¢) for scalars.

The Monin-Obukhov similarity variables are calculated as follows:

KgzZ | O« q«
(== [—+—_} (14.81)
up 10y (q(zg) +c3y
The integral of the non-dimensional profile function is expressed as
Yy (§) =¥hu({) =-5¢, (14.82)
if it is stable (£ > 0), and
1+X 1+Xx2
W (2) =210 [ —2 ) 410 [~ ) — 2tan' (x) + Z, (14.83)
2 2 2
1+Xx?
lI’H(g“)=21n( i ) (14.84)
if it is unstable (£ < 0). In the above,
X =(1-160)"4 (14.85)

Using these values, convert the wind speed to that at 10 m in the neutral stability, and convert the temperature and
specific humidity to those at a height where the wind speed is observed,

-1
Usow = |AT (2] [ 1+ YEDNO |y, ——‘PM(:,,,)]) : (14.86)
0(zu) =6(z0) In 2—9 +W¥h(du) - ‘PH(ée)] , (14.87)
q(zu) = q(zq)——[lnz—+‘PH({u) ‘PH({q)] (14.88)

-167 -
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where 719 means z = 10 m. Estimate the bulk coefficient at 10 m in the neutral stability using Ujgn, and then obtain the
bulk coefficient at a height (z,,) where wind speed is observed,

CbNio

2’
1 -2 Zu ]
1+ -G C In—-V¥ "
 Con10Cpyj (In m (L)
Con )1/2

Chnio (C
Ciu = ~ DN10 i (14.90)

1 -1/2 Zy '
1+-C C In—-¥
1+ CmioCno | In 0 H(Lu) 7

CDu ) 12

CgN1o (C
Ciy = — DN10 _ (14.91)

1 -1/2 Zu
1+-C C In—-¥ w
|1+ Ceno DNIO( - H (& ))_

Cpu =

(14.89)

Repeat the procedures to calculate the bulk coefficients using these bulk coefficients with temperature and specific
humidity at z = z,, and recalculate virtual temperature (14.134) and the scales for friction velocity, temperature, and
specific humidity (Equations of (14.78), (14.79), and (14.80)). Note that Large and Yeager (2004) recommend to use a
bulk water temperature a meter of more beneath the sea surface as sea surface temperature 7 in Eq. (14.48) because their
formulation is based on fitting to observation data using a bulk water temperature not a skin temperature.

14.9.3 ECMWF (2016): BULKECMWF

Bulk formulae of Integrated Forecasting System (IFS) developed in European Centre for Medium-Range Weather Forecasts
(ECMWF) (ECMWEF, 2016b) are also available in MRI.COM. Bulk transfer coefficients are calculated by Eqgs. (14.66)
and (14.67). Turbulent surface fluxes are calculated as follows:

740, = PaCon|Urel| (Ug — Us), (14.92)
740, = PaCon|Urel| (Ve = Vs), (14.93)
Osv = = PaCpalUret|Cun(0ys — 6y,), (14.94)
Q14 = — paLE|Urel|Cen(gs — qa)s (14.95)

E = pa|Uel|Cen(qs — qa), (14.96)

where |Uy| denotes wind speed in the atmosphere bottom layer. This wind speed is calculated as follows:

1
|Urel] = (IUa—Us|2+w$)2, (14.97)

where w+ is a vertical velocity scale which parameterizes vertical motion associate with the free convection due to heating.
The sensible flux Qgy (14.94) is calculated from the virtual temperature 6,, and 6, ;. Those are the virtual temperature in
the atmosphere bottom layer and that at the sea surface calculated with skin temperature Ty, respectively. Note that the
skin temperature usually differs from sea water temperature in the top layer of the ocean model. Details about calculation
of wy, the virtual temperature and T, are described afterward.

The calculation procedures are summarized as follows.

Calculate the skin temperature (14.9.3a)

Read the free convection velocity scale (w+) at the previous time step

Calculate the wind speed in the atmosphere bottom layer (|Urel|)

Calculate bulk Richardson number (14.9.3b)

Read friction velocity (u.) at the previous time step

Initialize Monin-Obukhov length

Calculate the bulk transfer coefficients by iteration method (repeat the following procedures itr_z®_num times)
(a) Calculate roughness length zo o7 0f from the friction velocity (14.9.3c)

(b) Calculate the Monin-Obukhov length (14.9.3d)

(¢) Calculate the bulk transfer coeflicients (14.66 and 14.67)

(d) Calculate the friction velocity u, from the bulk transfer coefficient of momentum Cpy, (14.9.3¢)

Nk D=
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8. Calculate the surface turbulent fluxes using bulk transfer coefficients
9. Calculate the free convection velocity scale w; from the sensible and latent heat fluxes for the next time step
(14.9.3f)

The free convection velocity scale w; is assumed to be zero when its value at the previous step is unknown in the
procedure (2). When the friction velocity u. at the previous step is not available in the procedure (5), it is calculated by
Eq. (14.117) described afterward with Cpy = 0.001. The Monin-Obukhov length £ also requires initialization in the
procedure (6). Its initial value is calculated as follows:

I {CXP (Ripuir/3+1) = 1.5 (Ripuix < Ritim), (14.98)

£” Liim/2n (otherwise).

This bulk formulae assume that the marine meteorological properties are observed at the same height. The observed
height is specified by alt_wind_meter in namelist nml_srfflx_dbase. The other parameters alt_temp_meter and
alt_sphm_meter are neglected and not used in the current formulae. Users may specify coefficients of the hybrid vertical
coordinate in the bottom layer of the IFS atmosphere model. Then, the observed height is diagnosed from sea level
pressure and the virtual temperature in the atmosphere bottom layer according to the equation below (ECMWF, 2016a):

Rary0 ;
o = dryYv [1 P In (&)] ’ (14.99)
8 Ps = P: Pt

where R,y is the gas constants for dry air and p, and p; are the sea level pressure and pressure at the top interface of the
atmosphere bottom layer, respectively. The top-interface pressure p, is calculated as follows:

p: = A+ Bps. (14.100)

The coeflicients A and B are specified in namelist nm1_bulkecmwf.

a. Calculation of skin temperature

The current bulk formulae use the skin temperature T, and it usually differs from the top-layer temperature of the
ocean model. MRI.COM adopts a simple skin layer scheme implemented in the Japan Meteorological Agency’s global
atmosphere model. The skin temperature Ty, is calculated as follows:

Tain = T, + AT, (14.101)
7= + net
AT = max |0, Qs ( - O'Z)) %o | fw,-,,dl, (14.102)
10U, - U,
Sfwina = max 10-2, # s (14.103)

where T,, denotes the ocean top-layer potential temperature, Qsg(z = 1) (14.3) and Q;net (14.27) are net downward

shortwave and net downward longwave at the sea surface in units of W/m?, respectively, and |l7a - Ijsl is relative wind
speed in units of m/s.

b. Calculation of bulk Richardson number

The following equation gives the bulk Richardson number:

é) Zh(ev _evs)’ (14104)

Ripuir = (_
¢ 0 |Urel|2

v

where 6, and 6, denote the virtual temperature at the height of z = z;, and the sea level (14.134). They are calculated as
follows:

0y = 04(1+cyiqa), (14.105)
Ovs = Tskin (1 + cv1qs), (14.106)

where 6,, is mean virtual temperature within the atmosphere bottom layer, which is given by 6,, = 0.5(6,, + 6,.5).
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c. Calculation of roughness length

The roughness lengths over the sea are calculated by the following equation with the friction velocity u..:

2

Zo=aMl+QChﬁ, (14.107)
* g
4
20T ,0E = CVH,EM—, (14.108)

where apy; = 0.11,ay = 0.40,ar = 0.62, v is kinematic viscosity coefficient (v = 1.5 x 10™m?s™"), and acy, is the
Charnock coeflicient (a¢y, = 0.018).

d. Calculation of the Monin-Obukhov length

The Monin-Obukhov length is calculated from the bulk Richardson number Rip, ;. A stability parameter { = z/L is
associated with the bulk Richardson number as follows:

. [in (2) - Wi (2 2|

20H

[in(22) - vy (gh,fM)]z'

20M

Ripuix = (14.109)

When the bulk Richardson number calculated by Eq. (14.104) goes below the upper limit Rij;;, = 6, the Monin-Obukhov
length is calculated by solving Eq. (14.109) with iteration method. The inverse of the Monin-Obukhov length is iteratively
recalculated by the following equation:

20M

L () n ] R

20H

1 Ripuik [ln(z—h) -Yuy (fh,fM)]z

The iteration stops if the bulk Richardson number calculated by Eq. (14.109) matches the value calculated by Eq. (14.104)
within a predetermined error range or the iteration count exceeds the maximum number.

When the bulk Richardson number calculated by Eq. (14.104) is larger than Rij;,, or the Monin-Obukhov length
calculated above satisfies {5, = z5/ L > {1im = 0.5, the Monin-Obukhov length is given by the following equation:

1 _ Gim

14.111
Lz ( )
Stability functions Wy g g are calculated as follows:
Yy, bv.E(Cn> {1 .E) =¥ H,E(Cn) =M. .E(Cm 1 E)- (14.112)
Under unstable conditions (¢ < 0),
1+X)2(1 + X2
U (2) = g — 2 atan(X) +ln%, (14.113)
1+ X2
sz,E(g)zzln( * ) (14.114)
where X = (1 — 16£)'/*. Under stable conditions (£ > 0),
c bc
() = =b (¢ =5 ) exp(=dd) - a - =7 (14.115)
c 2 5 e
Ui E(Q) ==b (¢ - 3) exp(~d{) - (1 + 5ag) -, (14.116)
wherea = 1,b =2/3,c =5,and d = 0.35.
e. Calculation of friction velocity
The following equation gives the friction velocity with the bulk transfer coefficient of momentum Cpy:
1
s = C5 |Urel|- 14.117)
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f. Calculation of free-convection velocity scale wy

As noted above, the current bulk formulae take the free-convection velocity w+ into account for the wind speed of the
atmosphere bottom layer. This velocity scale is calculated as follows:

1

g 3
Wi = (Zi_Q{)V) s (14.118)
ba
E
oy = Osn + CviBq ’ (14.119)
PaCpa Pa

where ¢,y = ma/mw—1 = Ryap/Rary — 1 (see (14.135)), R, 4 p(my) and Rg,y (m,) are the gas constants (mean molecular
weights) for water vapor and dry air, respectively, z; = 1000 m, Qgsy denotes the sensible heat flux calculated by Eq.
(14.94), and E is the water vapor flux calculated by Eq. (14.96). We use the surface fluxes Qgy and E calculated at the
previous step there.

14.9.4 Usage
a. Model option

* BULKNCAR for Large and Yeager (2004; 2009)
* BULKECMWF and SKINGSAM for ECMWEF (2016b)

b. Namelist

Tables 14.15 and 14.16 show namelists available when BULKECMWF is specified.

Table14.15 Namelist nml_bulkecmwf)

variable name units description usage
itr_z0_num 1 The number of iteration of roughness length default =5
calculation
1 _bulkecmwf_calc_altitude | logical | Calculate the observed height of marine me- default = .true.

teorological properties

a_sfc_layer Pa Coefficient A in Eq. (14.100) default = 0.00316

b_sfc_layer 1 Coeflicient B in Eq. (14.100) default = 0.99763

1_GSAM_compatible logical | Use a parameter set used in the Japan Meteo- default = .false.

rological Agency’s global atmosphere model
GSM1705

Table14.16 Namelist nm1_bulkecmwf ocn_run)

variable name units description usage
1 _rst_bulkecmwf_ocn_in | logical | read initial restart for the friction ve- default=1 rst_in
locity and the free convection velocity
scale or not

14.10 Specification of input data

The attributes of external forcing data should be specified by namelist nm1_force_data. Table 14.17 explains variables
that are contained in this namelist block.
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Table14.17 Namelist nml_force_data related to surface forcing data.

variable name units description usage
name name of data object
txyu grid point on which data should be placed
12d logical | datais 2D or not .true. for surface data, de-

fault = .false.)
file_data file that contains reference vales for surface restoring
forcing
file_data_grid data file name of grid needed if linterp = .true.
imfrc grid number of data in x direction
jmfrc grid number of data in y direction
num_elm the number of elements contained in file
interval sec regular time interval of data —1 : monthly
—999 : steady forcing

num_data_max the number of record contained in the file
ifstart ifstart(6) | [ymdhms] of the first record of the input file
lrepeat logical | repeat use of climatological data or not default = .false.
linterp logical | interpolate horizontally or not default = .false.
ilinear interpolation method 1 : linear, 2 : spline
luniform logical | data is horizontally uniform or not default = .false.
loffset logical | data is offset or not default = .false.
offset offsetting factor
lfactor logical | data is multiplied or not default = .false.
factor multiplicative factor
ldouble logical | input data is double precision or not default = .false.
iverbose standard output of progress 1: extensive, 0: minimum
ldefined logical | data object with this name is defined or not default = .true.

Format of data files that should be prepared is shown in the following. Note that one data file should contain only one

element.

-

!
integer(4)
real(4)
real(8)

logical ::

I main data

end do
close(nu)

close(nu)
end if

integer(4), parameter ::
"num_data_max" is
11 imfrc, jmfrc
character(128)
:: precip(imfrc, jmfrc,num_data_max)
:: alonf(imfrc), alatf(jmfrc)
linterp

open (unit=nu,file=file_data,access=direct,recl=4*imfrc*jmfrc)
do n = 1, num_data_max
write(unit=nu,rec=n) precip(:,:,n)

I longitude/latitude of the main data

if (linterp) then
open (unit=nu,file=file_grid)
write(nu) alonf, alatf

Format of surface forcing data (trcref(_surf)_conf%file_data) ~

num_data_max = 365%4, nu = 99
the number of data

| data size

:: file_data, file_data_grid

! If input data is horizontally interpolated in the model.
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14.11 Surface data objects

External data either read from file or received from AGCM are stored in the data set object type type_surf_dbase
(Table 14.18). This object contains a sub object meteor_alt of type type_surf_meteor_alt (Table 14.19) that stores
the measurement height of marine meteorological variables. The name (ReadData for Reanalysis or FromCGCM for
AGCM) of the object and the measurement height of marine meteorological variables must be specified by namelist

nml_srfflx_dbase (Table 14.20).

Air-sea fluxes computed on the basis of external data are stored in the data set object type type_surf_product_ao
(Table 14.21). This object contains sub objects givn_ao and calc_ao of the object type type_surf_bulk_ao (Table
14.22). The object calc_ao stores elements related to the computation of fluxes based on the bulk formula and the object
givn_ao stores the corresponding elements received by other components, that is, atmospheric model. Similarly, air-ice
fluxes are stored in type_surf product_ai (Table 14.23), which contains sub objects givn_ai and calc_ai of the

object type type_surf_bulk ai (Table 14.24).

Table14.18 Contents of the object type_surf_dbase related to external surface forcing data.

variable name units description

name name of data object

meteor_alt type_surf_meteor_alt | Observation altitude of this data set

x_wind cmsec™! or dyncm ™ X-ward wind or wind stress

y_wind cmsec™! or dyncm™2 Y-ward wind or wind stress

temp_air °C surface air temperature

tdew_air °C dew point temperature

sphm_air 1 specific humidity

s_wind cmsec™! scalar surface wind

slpress hPa sea level pressure

sw_flx erg s Tem™2 upward or downward shortwave, summed
sw_flx visb erg s Tem™2 upward or downward shortwave, visible, beam
sw_flx_visd erg s Tem™2 upward or downward shortwave, visible, diffuse
sw_f1x nirb erg s Tem™2 upward or downward shortwave, near Infra-red, beam
sw_flx nird ergs ! cm™2 upward or downward shortwave, near Infra-red, diffuse
lw_flx ergs ! cm™2 upward or downward longwave

sst °C sea surface temperature

precip cms™! precipitation water flux

river_w cms! river discharge water flux

river_h ergs lcm™? river discharge heat flux

snowfall cms™! snow fall water flux

iceberg_w cms! iceberg discharge water flux

iceberg_h ergs ! cm~2 iceberg discharge heat flux

frac_ice 1 sea ice fraction

Table14.19 Contents of the object type_surf_meteor_alt that stores measurement height of meteorological ele-

ments of external data.

variable name | units description
alt_wind m altitude of wind
alt_temp m altitude of temperature
alt_sphm m altitude of specific humidity
Table14.20 Namelist nml_srfflx_dbase.
variable name | units description usage
name name of the external dataset ReadData (Reanalysis) or FromCGCM (AGCM)
(required)

Continued on next page
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Table 14.20 — continued from previous page

variable name units description usage
1_marine_meteor | logical | read marine meteorological data or not | required
alt_wind_meter m observed height of wind required if 1_marine_meteor = .true.
alt_temp_meter m observed height of temperature required if 1_marine_meteor = .true.
alt_sphm meter m observed height of specific humidity required if 1_marine_meteor = .true.

Table14.21 Contents of the object type_surf_product_ao that stores air-sea fluxes based on type_surf_dbase.
variable name units description
name name of data object
1_calc_wind_stress logical calculate wind stress for this data set
1 calc_bulk_fluxes logical calculate fluxes based on a bulk formula for this data set
sw_nt_ao ergs T cm™2 net shortwave, summed
sw_nt_visb_ao ergs !l cm™? net shortwave, visible, beam
sw_nt_visd_ao erg s~Tem™2 net shortwave, visible, diffuse
sw_nt_nirb_ao erg s~Tem™2 net shortwave, near Infra-red, beam
sw_nt_nird_ao erg s Tem™2 net shortwave, near Infra-red, diffuse
lw_nt_ao erg sTem™2 net longwave, air-ocean
tsfc_ocn °C sea surface (skin) temperature
wind_speed cmsec™! scalar wind speed
givn_ao type_surf_bulk_ao | given from other model or forcing data file
calc_ao type_surf_bulk_ao | calculated using bulk formulae
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Table14.22 Contents of the object type_surf_bulk_ao that stores elements related to computation of air-sea fluxes
based on bulk formula.
variable name units description
name name of data object
x_rel wind msec ! surface wind relative to surface current
y_rel_wind msec! surface wind relative to surface current
X_stress dyn cm 2 X-ward surface stress
y_stress dyn cm~2 Y-ward surface stress
frevl msec”! friction velocity
rel_wind msec ! surface wind relative to surface current
latent ergs~Tecm™2 | latent heat flux, air-ocean
sensible erg sTem™2 sensible heat flux, air-ocean
evapo cmsec™! evaporative water flux, air-ocean
Table14.23 Contents of the object type_surf_product_ai that stores air-ice fluxes based on type_surf_dbase.
variable name units description
name name of data object
1 calc_wind_stress logical calculate wind stress for this data set
1_calc_bulk fluxes logical calculate fluxes based on a bulk formula for this data set
sw_nt_ai erg s~Tem™2 net shortwave, summed, absorbed at the ice surface
sw_nt_in erg sTem™2 net shortwave, summed, penetrate into the ice interior
sw_nt_visb_ai erg sTem™2 net shortwave, visible, beam
sw_nt_visd_ai erg s Tem™2 net shortwave, visible, diffuse
sw_nt_nirb_ai erg s Tem™2 net shortwave, near Infra-red, beam
sw_nt_nird_ai erg s Tem™2 net shortwave, near Infra-red, diffuse
lw_nt_ai ergs ' cm™? net longwave, air-ice
tsfc_ice °C ice surface temperature
wind_speed msec! scalar wind speed
givn_ai type_surf_bulk_ai | given from other model or forcing data file
calc_ai type_surf_bulk_ai calculated using bulk formulae

Table14.24 Contents of the object type_surf_bulk_ai that stores elements related to computation of air-ice fluxes
based on bulk formula.

variable name units description

name name of data object

x_rel wind msec! surface wind relative to ice drift

y_rel_wind msec! surface wind relative to ice drift

X_stress dyncm™ X-ward surface stress

y_stress dyn cm™2 Y-ward surface stress

frevl msec™! friction velocity

rel_wind msec! surface wind relative to ice drift

latent W m™2 latent heat flux, air-ice

sensible W m™2 sensible heat flux, air-ice

sublim msec™! of sea water sublimation water flux, air-ice

ctntmp msec! bulk transfer coefficient X scalar wind

csntmp msec”! bulk transfer coefficient X scalar wind
14.12 Technical details

14.12.1

Recalculating and replacing fluxes in the coupled mode

The ocean model usually receives the surface fluxes calculated in the atmosphere model in the coupled mode (Chapter

21).

In coupled mode (SCUPCGCM option) or in child mode of nesting (SUB option) in which fluxes are taken from

the parent model (NGETFLUX option which is often used when the parent model is coupled with the atmosphere), this
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received fluxes may be replaced by the ones calculated on its own by using the surface atmospheric states taken from the
parent component, its surface oceanic states, and its bulk formula. User may also specify the grid points where fluxes are
replaced. This option is mainly intended to be applied to coastal region of a child model of nesting in which the fluxes
received from the parent component may not fully reflect the fine scale surface state due to complex topography. Without
an appropriate feedback mechanism at the sea surface, a child model may sometimes get unstable. This runtime option
is controlled by namelist nml_cgcm_recalc and nml_cgcm_recalc_replace, which is explained in Tables 14.25 and
14.26.

Table14.25 Namelist nm1_cgcm_recalc.

variable name units description usage
1_recalc_£flux | logical | Recalculating of fluxes default = .false.

Table14.26 Namelist nml_cgcm_recalc_replace.

variable name units description usage
1 recalc_replace_all logical | Replacing fluxes for all grid points default = .false.
file_recalc_replace character | File that contains mask that specify | real(8) 2D array (1/0) written with
grid points where fluxes are replaced. | direct access

14.12.2 Properties of moist air

In MRI.COM, a set of formulae given by Gill (1982) is used to compute properties of moist air. Physical constants of sea
water is listed on Table 2.1 of Chapter 2.

a. Saturation specific humidity

We consider computing saturation specific humidity in an environment with the sea surface temperature ¢ [°C] and the
pressure p [hPa].
The relation between the vapor pressure e [hPa] and specific humidity ¢ is give by

e/p=q/(e+(1-¢€)gq), (14.120)
where € is the molecular weight ratio between water vapor and air:
€ =my/my, = 18.016/28.966 = 0.62197. (14.121)
This is solved for the specific humidity as
g=€ce/(p—(1—-¢€)e). (14.122)

The relative humidity 7 is the ratio of the mixing ratio of the mass of vapor to the mass of dry air to the saturated one.
The mixing ratio () of the mass of vapor to the mass of dry air is given by

r=-4_ (14.123)
l-¢

Thus the relative humidity is computed using the specific humidity g and the saturation specific humidity g5 as

q(l—-gqs)
y=—22 (14.124)
qs(1-q)
The saturation vapor pressure e, [hPa] of pure water vapor over a plane water surface is given by
log g esw(t) = (0.7859 + 0.03477¢) /(1 + 0.00412¢), (14.125)
where ¢ is temperature between +40 °C.
In air, the partial pressure ey, of water vapor at saturation is not exactly ey, but is given by
e = fwesw (14.126)
The value of f,, is given by
fw =1+10"%p(4.5 +0.00067°), (14.127)
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where p is the pressure (in units [hPa]).

The saturation vapor pressure over a salt solution is less than over fresh water. For sea water, the reduction is about 2 %

(a factor of 0.98 should be applied to ey,,,).
The saturation vapor pressure ey; of pure water vapor over ice is given by

log; esi(t) =log;g esw(t) +0.00422 ¢.

(14.128)

The saturation partial pressure e, in moist air is f; times e;. Values of f; are given correct to 1 part in 10* by (14.127).

Thus
e;i = fwesi.
b. Specific heat of air
7 8¢q
= 5R(1-g+2%)
ra =3 1% 7¢

=1004.6 x (1 +0.8735¢) Jkg™' K!

c. Latent heat

The latent heat of vaporization is given by

L, =2.5008 x 10° — 2.3 x 10’ J kg~

The latent heat of sublimation is given by

Ly =2.839 x 10° — 3.6(¢ +35)> Tkg ™.

d. Air density (p,)

The equation of state of moist air of temperature 7 [K] under the pressure P [Pa] is given by

P

:—EP RT
RT(—q+aq/e /KT

Pa

where
T, =T(l-qg+q/e) =T(1+cyq)

is called the virtual temperature,

cor=-—1="20_1_06078,
€ My

and
R =287.04Jkg ' K!

is the gas constant of dry air.
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Chapter 15

Turbulence Closure Models

The surface boundary layer is made turbulent by wind injecting momentum, so vertical mixing may be induced even if the
stratification is stable. The stratification near the surface may be made gravitationally unstable by the surface buoyancy
loss, so the vertical convection may be induced. Though these phenomena occur in small scales, they are important for the
large scale oceanic processes. However, these are neither expressed by the fundamental equation of the general circulation
models*, nor resolved by large scale models. Therefore, general circulation models express the effects of small scale
turbulence by making some closure assumptions called turbulence closure in which mixing is expressed by synoptic states
(velocity and temperature (salinity) solution of the model).

There are mainly two approaches to the turbulence closure problem: statistical closure models and empirical approaches.
MRI.COM provides several options of statistical closure models, which are explained in this chapter. Note that an empirical
approach of K-profile parameterization proposed by Large et al. (1994) is most popular in the ocean-climate modeling
community. However, the current version of MRI.COM does not take this approach. In a future version, an interface to the
Community Vertical Mixing Project (CVMix; Griffies et al., 2015) will be implemented to test the empirical approaches.

Three statistical turbulence closure models are supported: So called Mellor-Yamada model (Mellor and Yamada 1982,
Mellor and Blumberg 2004) presented in Section 15.2, Noh and Kim (1999) model presented in Section 15.3, and a two-
equation turbulence closure model using generic length-scale (GLS) equation by Umlauf and Burchard (2003) presented
in Section 15.4. Table 15.1 summarizes features of turbulence closure models.

Table15.1 Features and equation numbers of turbulence closure models explained in this chapter.

Mellor and Yamada Noh and Kim Umlauf and Burchard
model option MELYAM NOHKIM GLS
prognosticated variables q2/2 (15.42) E(15.57) E (15.83), ¥ (15.84)
surface boundary condition for TKE specified (15.45) flux (15.61) flux (15.93)
formula for the length scale (15.49), (15.48) (15.75) (15.78)
stability function Solution of (15.39) | (15.72), (15.73) (15.99), (15.100)

15.1 Statistical closure model

In the statistical closure models, the physical properties in the basic equations of motion for a Boussinesq fluid are separated
into averaged components and perturbed components (Reynolds decomposition), and then the equations are time averaged.
The expressions for averaged velocity U, averaged pressure P, and averaged potential temperature © are

ou;

-0, (15.1)
8xi
DU, 9 1 0P p 8 [, 10U, 0U;
e = L (~lugu)) — — o — g Doy (R L 15.2
Dt +6jklkal Bxk( <uku/>) PO (9)6]' gjp() * axk[ VZ((()XJ' * Bxk )]7 ( > )
DO 0 0 00
E = E(—(uk9>)+ TM(KE), (15.3)

where D( )/Dt = Urd( )/0xi + 0( )/0t, g; is the gravity vector, fi is the Coriolis vector, €« is the alternating tensor,
v 1is viscosity, and « is diffusivity. Averaged quantities (resolved by the general circulation model) are represented by
capital letters, and turbulent components (unresolved by the general circulation model) are represented by lower-case

* 1t could be expressed by relaxing the hydrostatic approximation but this is for future work.
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15.2 Mellor and Yamada model

letters. The statistical averages of the turbulent components are represented by ( ). The equation for salinity is similar to
that for temperature (15.3). If density is calculated from temperature and salinity, the whole expression would become
complicated. Therefore, density is assumed to be a function only of temperature here (we set p = 368, where 3 is the
coefficient of thermal expansion). Though these equations basically correspond to the MRI.COM governing equations
(2.16)-(2.20), they now have contributions from subgrid-scale processes ({uxu;) and (uz8)), which is the focus of this
chapter.

The equations (15.1)-(15.3) show that the statistical averages of the turbulent components ({uxu;) and (u;6)), which
are called as the second order moments, are necessary to calculate the evolution of large scale quantities. However, they
are unknown and their evolution must be solved explicitly if we do not use a parameterization to presume them on the
basis of the large scale quantities. Following Kantha and Clayson (2000), the equations for the second order moments are
expressed as follows:

= 522 AL G ot
=|- (ukul> — (uru ]>—] ——(gj<u 9>+g,<u,9>)+< (g;‘} +‘;Zf)> 24%%), (15.4)
%wi[wku,w-«u,j—%—v ej%,j>]+,%o<e—,>+wfk<w@>
_ [_wjuk)_@_( k9>_]_p_g,<92>—(,<+ )<a :xi> (15.5)
e

Thus, to solve the evolution of the second order moments, information about higher moments such as (uuu), (uu®), (u6>)
is necessary. The system of equations is not closed, and assumption must be made at some level to close the problem.

The expression closed in the second order of the turbulent components is named second moment closure and is frequently
used in modeling turbulence. Many models have been proposed to parameterize the higher order correlation terms in (15.4)
through (15.6) in order to close the problem at the second moment. Those models differ mainly in the manner how the
pressure-strain correlators are parameterized (Burchard and Bolding, 2001). After applying independent parameterizations
for the higher order terms, the majority of models adopt several similar simplifications such as algebraization and boundary
layer approximation that result in the "stability functions" of their own. Stability functions are determined by local shear
and stability and relate the vertical gradient of large scale fields with vertical turbulent fluxes. Procedures adopted by
major statistical closure models are summarized and compared by Burchard and Bolding (2001).

15.2 Mellor and Yamada model

Mellor and Yamada (1982) model is a classic model as well as a milestone in the efforts of finding practical solutions for
marine and atmospheric boundary layers. We show some details of the simplifying procedures made in this model as a
typical example. This is also intended to be an introduction to the problem of turbulence closure. However, it should be
noted that this is neither unique nor final solution.

15.2.1 Fundamental closure assumptions

Mellor and Yamada (1982) closed the system (15.1)-(15.6) by reducing the higher order terms as follows. Based on Rotta’s
(19514a,1951b) hypothesis of energy redistribution, the covariances of pressure and velocity gradients are assumed to be
linear functions of Reynolds stress:

(il » ) =i = ) e (G 52

where q2 = (u%), [y is the length scale, C; is a non-dimensional constant, and J;; is Kronecker’s delta, which is unity for
i = j and zero fori # j.
Using Kolmogorov’s hypothesis of local isotropy in small eddies, the energy dissipation is modeled as follows:

Ou; Ouj 2¢q
V<6_xk%> =L, (15.8)

where A is the length scale.
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The redistribution of temperature and the dissipation of heat are modeled in the same form as above:

p 06 > q
2 =——2(u.b 15.9
<p0 6x‘,- 3[2 (Lt] > ( )

814/ 00
+v){—=—)=0, 15.10
e+ {5 5 (15.10)

where [, is the length scale. The dissipation of temperature variance is
00 06 q

(o) = 2L o), 15.11
K ka 6xk A2< > ( )

where A; is the length scale.
In order to avoid the higher order problems, the turbulent velocity diffusion term and the other higher order terms are
modeled as follows:

3 Oujuj)  uug)y O ujug)
(ukulu])—glqsq( T e ) (15.12)
) 0ur0)  Ou,6)
<uku,9>_—zqsu9( o +W)’ (15.13)
2
(up6*) = - quaaw ) (15.14)

6xk ’

where S, Si,¢, and S are non-dimensional numbers and can be set as constants or functions of certain parameters. Other
relations are (p#) = 0 and (pu;) = 0.
The essence of the Mellor-Yamada mixed layer model is that the above length scales are related linearly to each other:

(I1, A1, 12, Ay) = (A, B, Az, Bo)l, (15.15)

where [ is the vertical scale of turbulence (also called the master length scale), and Ay, By, A2, B, and C; are em-
pirical constants and are determined from experiment data. Mellor and Yamada (1982) employ (A, By, Az, B2,C}) =
(0.92,16.6,0.74,10.1,0.08).

15.2.2 Algebraization, boundary layer approximation, and stability functions for the level 2.5 model

The turbulence model that solves the evolution of the statistically averaged values of the second-order turbulent components
based on the simplification described in the previous subsection is called the level-4 model.

The level-3 model solves the evolution of the turbulent kinetic energy (¢>/2) and the variance of potential temperature
((62)) (in some cases, the covariance of potential temperature and salinity ((fs)) and the variance of salinity ({s%))). The
other statistically averaged values are solved diagnostically through algebraic equations assuming them to be in the steady
state.

In the level-2.5 model, the variance of the potential temperature is also assumed to be in a statistically steady state (see
expression (15.33) that appears later).

In the level-2 model, the turbulent kinetic energy is also assumed to be in a statistically steady state.

The level-2.5 model, which is employed as a surface boundary layer model by MRI.COM, is further simplified by
applying the following boundary layer approximations.

* Neglect the Coriolis term in the equations of motion for the turbulent components.

* Neglect the molecular viscosity and diffusivity.

 Use the hydrostatic assumption in the vertical component of the equation of motion.

* Consider only vertical differentiation (direction perpendicular to the boundary) in the spatial differentiation for the
term involving turbulent velocity.
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The equations for the large scale quantities, (15.2) and (15.3), become

22 e Ly = - =28 15.1
D1 + az(uw) 0 O + fV, (15.16)
DV 9§ 1 4P
2 Sy - 15.17
Dr T 8Z<VW> 20 3y U, ( )

1 oP
0= L% _ P (15.18)
,00 0z " po

DO OR

—+— 0 —. 15.19

Dy ((wo)) = pocy B2 (15.19)

In (15.19), R is the heat flux due to penetration of shortwave radiation. The level-2.5 system consists of the time evolution
equation for turbulent kinetic energy and algebraic equations for other second-moment turbulent quantities.
The time evolution equation for the turbulent kinetic energy is

D (¢? 0 9 (q* _
5(7) - a_z[zqsqa_Z(T)] =P +Py—c (15.20)
where oU oV
Py = —(wu)—— = (wv) — (15.21)
0z 0z

is the term for energy produced by the vertical shear of the averaged flow,

Py = —g{wp)/po (15.22)

is the term for energy produced by buoyancy, and
e=q’ /A (15.23)

is the energy dissipation term. The constant S, is given in the next subsection.
The algebraic equations for the statistically averaged values, which are expressed by other second-moment turbulent
quantities, are given below.

W) = ? 3[ 4(wu>—+2( NG —2P,,], (15.24)

2
4, I oYy _ v

=5+ [2<wu> 4wy - zp,,], (15.25)

2
oy _ 4, I oy v

=1 [2<wu) 20w 5 +4Pb], (15.26)

(uv) = % _<MW>8_Z - (vw)a—z], (15.27)
31 oU

(wuy = = —(<w2> - Cig*)— - g<up>], (15.28)
q 0z
3l oV

(vw)y = = —((w?) = Clqz)a_ —g(vp)], (15.29)
q Z

)y = 22 _<uw>a—® _ <w9>‘9—U], (15.30)
q 0z 0z

_3by_, 00 OV

v0) = [~y =~ wo) az]’ (15.31)
31 00

Wiy === —<w2>— - 5(0p)]. (1532)

(6%) = —ﬁ<w9>@. (15.33)

q 0z

Some of the terms in these equations, which are used in (15.16)-(15.19), can be further deformed by substitution as
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follows:
oUu
—(uw) = Kpy —, (15.34)
0z
ov
—(vw) = Ky —, (15.35)
0z
00
—(0w) = Ky —, (15.36)
0z
Ky =1g9Sum, (15.37)
Ky =19SH. (15.38)

This simplification means that the vertical turbulent fluxes are proportional to the gradient of the large scale fields. The
ultimate purpose of solving the mixed layer model is to determine the coefficients of momentum and heat fluxes, K3, and
Ky, using (15.37) and (15.38).

Assuming that the potential density is linearly related to the potential temperature (and salinity), the simultaneous
equations for Sp; and S are derived as follows:

Sm[6A1A28m] + SH[1 —3A2Brgn — 12A1A28H] = As,

Samll+6A%gn —9A1Argn]| — Su[1243gh +9A1A2gn] = A1(1 - 3Cy), (15.39)
where
_PouNe ovyy 1P,
s = (5 ) +(5:) | = 8" (1540)
Pgop 1P,
- _ 89 _pn 15.41
gH I Pl ( )

and 0p/0z is the vertical gradient of potential density. Note that Sy, and Sy are stability functions of this closure model.
Using Sys and Sy, Kjr and Ky are then obtained from (15.37) and (15.38) by determining ¢ and /.

15.2.3 Solving for velocity scale (¢) and length scale (/)

The turbulent velocity ¢ is obtained by solving the following expression that is modified from (15.20) using the above

results: 8 (g 9 3 (q? AU\2 (V21 g ap
a1l 7) = g Ke gz (5] =k |(G2) + (50) [+ kg - (1342
where
Kg =198, (15.43)

and advection terms are neglected. In MRLCOM, S, is set proportional to Sy (S; o« Spr). We adopt the form
Sq = SqcSm/Smn, where Sy = 0.2 and Sy, = 0.3927. With this choice, S; = 0.2 when the stratification is neutral
(gu =0).

The sea surface boundary condition for the turbulent kinetic energy follows Mellor and Blumberg (2004):

2

B
an_qz = 2acpi, (15.44)

where acg = 100 and u- is the frictional velocity defined as u, = (75/ps)'/? by using the surface stress (1) and the sea
surface density (pgs). Mellor and Blumberg (2004) showed that this flux boundary condition is analytically converted to
the condition for g at the sea surface:

q> = (15.8acp)* u?. (15.45)

On the other hand, the bottom boundary condition is
q=0. (15.46)

The vertical scale of the turbulence (master length scale, /) is estimated by many formulae such as a time evolution
equation (which is usually empirical and is not completely based on physics) and a diagnosis. MRI.COM uses different
diagnosis equations for the surface layer influenced directly by surface wind wave effects and for the internal region. The
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surface layer is defined by a depth of |z| < zy, where the roughness parameter zy, due to surface wind waves is given by
Mellor and Blumberg (2004) as follows:

2
zwzﬁw%, By = 2.0 % 10°. (15.47)

In this layer, the formula for [ is
[ = KkZy, (15.48)

where « is the von Karman constant (« = 0.4). In the internal region (|z| > zy), the formula for [ is

0 0
l=7/ IZ'quZ’// qdz’, (15.49)
Zb Zb

where vy = 0.2, and z,, is the water depth. This is recognized as the averaged depth with the weight of the kinetic energy,
which is sufficient for the ocean boundary layer according to Mellor and Yamada (1982).

15.2.4 Implementation

This section briefly describes the solution procedure.

The mixed layer model (subroutine name mys125 in my25.F90) is called as the last procedure of each time step that
proceeds from n to n+1. After the master length scale (/) for the present time step (n) is determined using (15.48) and
(15.49), where the latter is actually computed in the previous time step, the turbulent kinetic energy (¢2/2) is solved using
(15.42) with (15.23) under the boundary conditions of (15.45) and (15.46), where the forward finite difference (n — n+1)
is used in time. The implicit method is used for the vertical diffusion of the turbulent kinetic energy and energy dissipation
term, since these terms could become significantly large (see Section 23.5). The vertical viscosity and diffusivity for the
time step n+1 are estimated using g, /, and (15.37) to (15.39). These are used in the governing equations for the synoptic
scale field. The vertical scale of the turbulence (master length scale) based on the turbulence kinetic energy (15.49) is
calculated to prepare for the next time step.

The turbulent kinetic energy and the master length scale are defined at the bottom of the tracer cell (i, j, k). The specific
expression for the discretized form of the turbulent kinetic energy (E = ¢2/2) equation, (15.42), is as follows:

g ey (BB Ky B B
At Azg Az Azjy1
WU = U)Wy = Uyyy) VI = VD (Vg = Vipn)
+ Kk : : 3 +Km - - 5 (15.50)
Az Az
Bn+ll _Bn+ll
k=1 Tkl
- KHkZA—Jr2 - 2E}q} Bl},
Zk

where U = (U™ + U")/2,V = (V™! +V")/2, and B is buoyancy (= —i—’:). The discrete expression for shear production
(the second and third terms on the r.h.s.) and the buoyancy sink (the fourth term on the r.h.s.) follows Burchard (2002),
which is consistent with the conservation law of the sum of mean and turbulent energy.

To summarize, the numerical operations proceed in the following order:

1. Calculate the master length scale for the present time step using (15.47) and (15.48) as well as (15.49) from the
previous time step.

Update the turbulent kinetic energy using (15.50), (15.45) and (15.46).

Solve the algebraic equation for Sp; and Sy using (15.39).

Calculate the vertical viscosity and diffusivity for the next time step using (15.37), (15.38), and (15.43).

Calculate the master length scale using (15.49) in preparation for the next time step.

Nk e

15.2.5 Usage

Mellor and Yamada model is invoked by MELYAM option on compilation. There is no tuning parameter at run time. Initial
state for vertical diffusion of turbulence kinetic energy (Kg), turbulence kinetic energy (g), and length scale (/) is read
from restart file. Otherwise it is set as a state without turbulence. The state without turbulence is zero turbulence kinetic
energy (g = 0), the mixing length of 1 meter (/ = 1 m) and the vertical diffusion of turbulence kinetic energy is the constant
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background vertical viscosity given by visc_vert_bg_cm2ps in namelist nml_visc_vert_bg. How model is initialized
is specified by namelist nm1_melyam_run. Parameters are listed on Table 15.2.

Tablel5.2 namelist nml_melyam_run

variable name units description usage
1 rst_melyam_in | logical | .true.: Read restart files specified by nmlrs_my_avq, | default=1_rst_in of
nmlrs_my g, and nmlrs_my_alo for the initial condi- | nml_run_ini_state
tion.
.false.: Start condition is that of no turbulence. See text
for details.

15.3 Noh and Kim (1999) model

The mixed layer model proposed by Mellor and Yamada was originally developed for the atmospheric boundary layer, and
its surface boundary is treated as a solid wall. When they applied this model to the ocean, they regarded that the turbulent
kinetic energy is injected into the ocean by the wind stress at the solid-wall sea surface. The model by Mellor and Yamada
could therefore be considered to insufficiently represent the oceanic turbulent mixed layer.

Noh and Kim (1999) presented a model that can resolve this insufficiency. The model is basically the same as Mellor
and Yamada level 2.5 scheme in that turbulent kinetic energy is prognosticated and the length scale is diagnostically
determined. It differs in the stability function and the treatment of surface boundary condition.

15.3.1 Fundamental equation

The equations for the zonal and meridional components of the velocity, U, V, buoyancy B = —gAp/po, and turbulent
energy E in the large scale fields are

DU 0 1 0P
== - _= el 15.51
Ds az(uw) 0 O + fV, (15.51)
DV 0 1 0P
— = -——-fU, 15.52
Dr - ae (vw) 0 3y f (15.52)
DB 0 OR
— =—-—(b — 15.53
Dr - o G (1553
DE 0 ou ov
D = _(9_Z<W(p£0 +uu+vv+ ww)> - (uw)a—Z - <VW>6_Z + (bw) — €, (15.54)
where R is the downward shortwave radiation and R /07 is its convergence.
The turbulent flux is expressed by using the large scale fields (in capital letters) as follows:
DU 0 ou 1 0P
—=—\Ky— |- ———+fV, 15.55
Dt (92( Mc’iz) p06x+f ( )
DV 0 ov 1 dP
—_— == — ) -———-fU, 15.56
Dt 61( M@z) po 0y ! ( )
DB 0 0B OR
= = —) - =, 15.57
Dt Bz( H Bz) 0z ¢ )
DE 0 OE oU aU ov av 0B
— = — |+ Ky —— — - — | €. 15.58
D =7 K )+ K G + Koo = (Kn ) = (15:38)
The surface boundary conditions are as follows:
ou
Ky =—, (15.59)
9z po
0B
Kg— =00, (15.60)
0z
OE
Kg— =mu’, (15.61)
0z

-185-



15.3 Noh and Kim (1999) model

where m is a tuning parameter and m = 100 is recommended by Noh and Kim (1999). Unlike Mellor and Yamada model,
a flux boundary condition is used for turbulence kinetic energy. This is intended to express the direct input of turbulence
kinetic energy due to wind waves. As such, in the presence of sea ice, the direct input of wave energy may be more
appropriate only through open water. The boundary condition may be optionally modified so that

E
KEa— =mu(1 - a), (15.62)
0z

where a is area fraction of sea ice. The no-flux condition is used for the bottom:

o _

Kg 0. (15.63)
9z

15.3.2 Stability function

The central problem is how to determine the viscosity, diffusivity (Kus, Ki, Kg), and turbulent energy dissipation rate
(€). In the Noh and Kim (1999) scheme, by using the typical velocity scale (¢ = (2F) 1/2y and the vertical length scale (/)
of the turbulence, they are obtained by the following formula:

Ky =Sql, (15.64)
Ky =Sgql, (15.65)
Kg =SEql, (15.66)

e=Cq’l"". (15.67)

The constants (S, Sp, Sg, C) are obtained from experiments. For neutral stratification, it is assumed that § = 0.39,
Pr=5/Sp =0.8,0 =8/Sg =195, and C = 0.06. Hereafter, these values for neutral stratification are denoted as Sy,
Pry, 09, and Cy, respectively.

Regarding the influence of the stratification, that is, stability function, we assume that the vertical scale of turbulence is
limited by the vertical scale of buoyancy I, = ¢/N (N*> = dB/dz). That is,

K ~ qlp ~ qIRi, V2, (15.68)

where Ri, is the turbulent Richardson number
Ri; = (Nl/q)>. (15.69)

Ri; corresponds to gy of Mellor and Yamada model. See (15.41).

This means that when the stratification is strong (N is large, Ri, is large, and K is small), the turbulent energy is not
transported downwards. It could also be considered that the local turbulent energy dissipation becomes large.

The following equation is used for S so that it satisfies (15.68) when Ri, is large:

S/So = (1+aRi;)" "2, (15.70)

where « is a tuning parameter. Noh and Kim (1999) recommend o ~ 120.0, but @ ~ 5.0 is the default value of MRI.COM.
The effect of stratification on the Prandtl number (Pr) is set following Noh et al. (2005):

Pr/Pro = (1 +pRi,)'/?, (15.71)

where (8 is a tuning parameter and 0.5 is used following Noh et al. (2005).
To summarize, the stability function for this model is expressed as follows:

So
S=——"—7 15.72
(1 + aRi;)!/? ( )
S S

Sp=—= 0 . (15.73)

Pr Pro(1+aRi;)V2(1 + BRi;)1/2

The effect of stratification on the energy dissipation (C) is set as follows:

C/Co = (1+aRi)'". (15.74)

Note that this is independent of stratification for Mellor and Yamada and Umlauf and Burchard (2003) model.
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In the case of unstable stratification (N2 < 0), Kps = Ky = 1.0m?s™! and K is estimated from the turbulent velocity
scale and the vertical length scale in the model. This treatment is due to the difference between the time scales of the
vertical convection and the development of turbulence.

Finally, the vertical scale of turbulence is diagnosed as

e+ 20)
(1+«(lzl +20) /)’
where zg is the sea surface roughness (zg = 1 m), z is the depth, and / is the mixed layer depth. The mixed layer depth (%)

is determined as the depth at which the buoyancy frequency becomes the maximum in the vertical column. The vertical
scale becomes longer as the mixed layer becomes deeper.

(15.75)

15.3.3 Implementation

Equation (15.58) is solved for the prognostic variable E in the subroutine nkoblm in nkoblm.F90 as the last procedure of
each time step. The forward finite difference is used in the time evolution. The implicit method is used for the vertical
diffusion of the turbulent kinetic energy and energy dissipation term, since these terms could become significantly large
(see Section 23.5). The new E is used to determine the coefficients of viscosity and diffusivity for the next time step.

The turbulent kinetic energy and the master length scale are defined at the center of the tracer cell (i, j, k — %). The
specific expression for the discretized form of the turbulent kinetic energy (E) equation is as follows:

En+1 _En Kro,_ En+l _ En+l K En+l _ En+l
k—% k—% 1 [ Ek 1( k—% k—%) Ek( k—% k+%)
At Az, Azg—1 Azg
k=3
n+l n+l n+l n n+l n+l n n+l
1 @ — DT —ul ) 1 iy —w )W -t
+ ~Knro 2 2 2 A —Kumx 2 2 2 2
2 Azg1Azp 2 AziAzy_y
+1 +1 + +1 +1 +1
1 Ve DM vy 1 O )0y Ty
+ =K p —— : o Lop oKy —2r Ttr oh (15.76)
2 - AZk—lAZk_% 2 AZkAZk_%
Bn+1 Bn+] Bn+1 _ Bn+l
_ lKH : ki% ki% _ lKH ki% k+% _ 2CEn+1 qn /ln
2T A 2R Az k=g k=g k=g

The discrete expression for the shear production (the second through fifth terms on the r.h.s.) and the buoyancy sink
(the sixth term on the r.h.s.) follows Burchard (2002), which is consistent with the conservation law of the sum of mean
and turbulent energy.

To summarize, the numerical operations proceed in the following order:

1. Update the master length scale using (15.75),
2. Update the turbulent kinetic energy using (15.76) under the boundary conditions (15.61) and (15.63)
3. Calculate the vertical viscosity and diffusivity for the next time step (15.64) and (15.65).

15.3.4 Usage

Noh and Kim (1999) model is invoked by NOHKIM option on compilation.

Initial state for vertical diffusion of turbulence kinetic energy (Kg), turbulence kinetic energy (E) is either read from
restart file or set as a state without turbulence. The state without turbulence means that £ is very small as %qminz, where
Gmin = 1 X 10 ms~! is the minimum of turbulence velocity scale, and that Kg is set the constant background vertical
viscosity given by visc_vert_bg_cm2ps in namelist nml_visc_vert_bg. How model is initialized is specified by
namelist nm1_nohkim_run. Parameters are listed on Table 15.4.

Tuning parameters may be specified at run time by namelist nm1_nkoblm. Parameters are listed on Table 15.3.
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Table15.3 namelist nm1_nkoblm

variable name units description usage
mfnk 1 m of Eq. (15.61) default = 100.0
alpnk 1 a of Eq. (15.70) default = 5.0
betank 1 B of Eq. (15.71) default = 0.5
1 _wave_damp_seaice logical | Eq. (15.62) is used instead of (15.61) default = .false.

Tablel15.4 namelist nm1_nohkim_run

variable name units description usage
1_rst_nohkim_in | logical .true. : Read restart files specified by nmlrs_nk_avq | default=1_rst_in of
and nmlrs_nk_eb for the initial condition. nml_run_ini_state

.false.: Start condition is that of no turbulence. See text
for details.

15.4 Generic length scale model by Umlauf and Burchard (2003)"

The turbulent closure models of Mellor and Yamada level 2.5 (section 15.2) and Noh and Kim (section 15.3) as incorporated
in MRI.COM have only one prognostic variable of turbulence (turbulent kinetic energy). These may be classed as "one-
equation” turbulent closure models. In these models, some formulae for length scale are given (e.g., (15.49) and (15.75)).
Therefore the turbulent length scale / is not a predicted but a diagnosed quantity.

Generic length scale model by Umlauf and Burchard (2003) is a generalized form of two-equation turbulence models.
It introduces a generic length-scale variable i as the second variable, expressed as

¥ = ()PE™I". (15.77)
With E and ¢ given, the turbulent length scale can be computed as
= () RE wynm, (15.78)
and the dissipation rate € can be computed from the following relation,

E3/2
_ (033
€ = (C[l) T (1579)
With appropriate values of the exponents p, m, n in (15.77), a number of well-known two-equation models (e.g., k-€
model and k-w model) can be identified as special case of the generic model.

15.4.1 Fundamental equation

The fundamental equations for U, V, B and E are basically common to those of Noh and Kim model. The equation for
generic length scale variable ¢ is added. Expressing the turbulent flux using the large scale fields with the assumption of
horizontally homogeneous flow, the fundamental equations of the model is expressed as follows:

%:%(KM%—Z)—;%%+]‘V, (15.80)
%:%(KM%)_;%OZ_I;_W’ (15.81)
% =a%(K”??_§) - ‘Z_f, (15.82)
e :%(KEZ—I;:)+PS+PI,—6, (15.83)
% = %(Kl/;—f) + %(C.MPS +cy3Py — cyoe), (15.84)

¥ This model is implemented by Shiro Nishikawa as he was a visiting researcher at MRI.
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where Pg and Py, are the shear production and the buoyancy production expressed according to

Po= )2 oy C Ky ME Py = (bw) = —Ky N (15.85)
0z 0z
and PRCI . OB
M2 = _M —V 2 = — 15.
(Bz) +(6z)’ N dz (15.86)

are the shear frequency and the buoyancy frequency, respectively. The vertical turbulent diffusivities in horizontally
homogeneous flows are expressed as

Ky =c, E'V2L, (15.87)
Ky =c,E'?, (15.88)
Kg =c,E'1 o, (15.89)
Ky =c, EV?1)0y, (15.90)

where ¢, and ¢}, are stability functions and o-,f’ and o, are the constant Schmidt numbers. Here, ¢, and ¢}, corresponds
to Sps, and Sy of the Mellor and Yamada model with a relation

cu=V2Sm, ¢}, =V2Sy. (15.91)

In the case of unstable stratification (N? < 0), Kps = Ky = 1.0m? s™! is used in MRL.COM. This treatment is common
to Noh and Kim model (section 15.3).

15.4.2 Boundary conditions
At the surface, the shear-free boundary layers with injection of turbulent kinetic energy are assumed, in which
E=K(-z+20)" [=L(-z+20), (15.92)

are supposed, where K is the scale of turbulent kinetic energy, L and @ are empirical constants given in Table 15.5, and
2o is the sea surface roughness (zo = 1 m). K is determined by the injection of turbulent kinetic energy which is given by
the surface flux. We use flux forms for the surface boundary conditions (z = 0) of E and ¢ as follows:

OE

FE :KEB_Z =nuz, (1593)
0 cu(ch)P
Fy = K,l,a—f - —%(ma + )KL (gg) (mED) e (15.94)

As explained in the previous section for Noh and Kim (1999) model, injection of turbulence kinetic energy may be made
only through the open water in the presence of sea ice.

OE
Fg = Kp5= = (1 - a), (15.95)
z
where a is sea ice area fraction.
The parameter K can be determined from
o-k'/’ A
K=1|- Feg| —, (15.96)
cyaL 7

where (15.89), (15.92) and (15.93) are used.
At the bottom, the logarithmic boundary layers are assumed, in which / = «(z + H + zgp) is supposed. The bottom
boundary conditions (z = —H) for E and ¢ are given by flux forms as follows:

OE
Fp=Kp—— =0, (15.97)
Z
6lﬁ n(ci)l)p+1Kn+1 |
Fy=Ky—=—"———F"" " 15.98
v =Ky - (zob) ( )

where zqp is the bottom roughness, which is set to be zop = 1 m. Implementation of the bottom boundary condition is
realistic as compared to the Mellor and Yamada scheme and the Noh and Kim scheme.
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15.4.3 Model parameters

Umlauf and Burchard (2003) investigated the properties of the generic model in some fundamental flows and derived the
constraints on the model parameters (c%, Cyls Cy2s Cy3, a'liﬁ , 0y, m and n). Table 15.5 is a recommended parameter set
for the generic model by Umlauf and Burchard (2003), based on their calibration. MRI.COM uses this as the default
parameters. Note that the parameter p (the factor (c%)” in (15.77)) is mathematically irrelevant, since (15.84) can be
multiplied by any constant without changing the solution (p = 2.0 is used as the default value).

Table15.5 A recommended parameter set for the generic model by Umlauf and Burchard (2003), where x = 0.4,
(02)2 = 0.3, and ¢y = m are assumed. The value of the parameter c;3 is based on the Algebraic Reynolds-Stress
Model (ASM) of Canuto et al. (2001). In unstable situations (Py, > 0), a different value of the parameter c 3 needs to

be used. In MRI.COM, c+¢3 = 1.0 is adopted.

@ L m n O'k'/' Oy Cyl Cy2 c;3

-2.0 020 1.00 -0.67 0.80 1.07 1.00 1.22 0.05

15.4.4 Stability functions

The version A of the Canuto et al. (2001) stability functions is expressed as follows:

0.1070 + 0.01741ay — 0.00012a s

Cu=culcy)’ = - : (15.99)
1+0.2555ay +0.02872ap +0.008677a3, +0.005222ay ay — 0.0000337a3,
0.1120 + 0.004519 0.00088
= )’ = YT iyttt . (15100
1+0.2555ay +0.02872a +0.008677a3, +0.005222ay @y — 0.0000337a3,
where 5 5
E E
ay = —2M2, an = —2N2 (15.101)
€ €

are nondimensional parameters referred to as the shear number and the buoyancy number. Using (15.79), they are related
to the nondimensional parameter used by the Mellor and Yamada model (15.40) and (15.41) as

_ e (e
= M, 8H = 5

&M an. (15.102)
These are presented in Burchard and Bolding (2001)*. MRI.COM adopts these as the stability functions for the Umlauf
and Burchard (2003) model.

15.4.5 Implementation

Equations (15.83) and (15.84) are solved for the prognostic variable E and ¢ in the subroutine gls_main in g1s.F90 as
the last procedure of each time step. The forward finite difference is used in the time evolution. The implicit method is
used for the vertical diffusion of the turbulent kinetic energy or generic variable and energy dissipation term, since these
terms could become significantly large (see Section 23.5). The new E and ¢ are used to determine the coefficients of
viscosity and diffusivity for the next time step.

The turbulent kinetic energy and the master length scale are defined at the center of the tracer cell (i, j, k — %). The
specific expression for the discretized form of the turbulent kinetic energy (E) equation is as follows:

n+tl _ n n+l _ pn+l n+l _ pn+l
Ek—% Ek—% 1 KEk—l(Ek-g Ek—%) KEk(Ek—% Ek+%
At Az Azg—y Az
+ P+ Py (cp) B (E;;%)%/zzf%. (15.103)

¥ Note that definition of ¢y and C;’; in Burchard and Bolding (2001) is different than that of this chapter. ¢, and é;’; here correspond to ¢;, and C;’4
of Burchard and Bolding (2001).
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The specific expression for the discretized form of the generic variable (i) equation is as follows:

n+tl _ n n+1 n+l n+1 n+l
!ﬁk_% k—% 1 K;bk 1(w lﬂk_%) Kwk(lﬁ lﬁk_'_%)

AT A [ e Aot
ll/n
+ & I(CMP s +cy3Py) — cya(ch) ¢,"+1 (Ep 1) /z" (15.104)

2

The shear and buoyancy production terms Ps and Py, are discretized as follows:

n+l _ n+1 n+l _ u” n+l _ n+1 u” n+1
1 (”kfg 2)(” kfé) 1 (”kf% k+2)( 1T M)
Ps =—Kpi-1 +=Knmx
2 Azg_ 1Az, 1 2 AzkAzk_l
n+l _ n+l n+l _ n+l _ n+1 n+1
+ 1k R I T B S + 1k R S S (15.105)
2 Mkl AZk—lAZk_% 2 Mk AZkAZk_% ’ .
Bn+1 Bn+l Bn+l1 _ Bn+l1
poo_Lg Tkt ket L Tkeh Thed (15.106)
b T A 2T A '

The discrete expression for the shear production and the buoyancy production follows Burchard (2002), which is consistent
with the conservation law of the sum of mean and turbulent energy.
To summarize, the numerical operations proceed in the following order:

1. Update the turbulent kinetic energy and generic variable using (15.103), (15.104), (15.105) and (15.106) under the
boundary conditions, (15.93), (15.94), (15.97) and (15.98).

2. Diagnose the turbulent length scale using (15.78),

3. Calculate the vertical viscosity and diffusivity using (15.88) and (15.88) for the next time step.

15.4.6 Limiters

Some kind of limiters for the turbulent variables may be needed to ensure numerical stability. MRI.COM supposes the
following conditions.

» Lower limiters of the turbulent kinetic energy and generic variable, Enin, ¥min, are introduced as basic limiters.
* If one of E and ¢ becomes less than the limiter, turbulence is considered as stagnant. That is,

E=Enin, ¥ =Ymin, [= lstag’ if either E < Epin OF ¥ < Ymin (15.107)

* When turbulence is stagnant, the diagnosed viscosity and diffusivity (K»s, Kg) should not exceed the background
values (Kpsbgs Krpe = 1.0x 1070 m?s71):

Kn = u(2Emin) *lyag < Kmvg:  Kit = ¢, (2Emin)Liag < Krig (15.108)
* Stagnant value of the turbulent length-scale (I5.¢) is supposed to be the local vertical grid size (Azjocar) for numerical
stability.
Table15.6  Default limiters for GLS model in MRI.COM.
Enin lﬁmin lstag
6 2 E,
% (01()lsmg) (C )2 2'r/”3n AZlocal
slag
15.4.7 Usage

Umlauf and Burchard (2003) model is invoked by GLS option on compilation.
Initial state for vertical diffusion of turbulence kinetic energy (Kg) and generic variable Ky, turbulence kinetic energy
(E), generic variable (W), and length scale (/) is either read from restart file or set as the stagnant state defined in the
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previous subsection. In the stagnant state, both of Kz and Ky are set as 1 x 107°m?s. The initial state is specified by
namelist nml_gls_run. Parameters are listed on Table 15.7.
Tuning parameters may be specified at run time by namelist nml_gls. Parameters are listed on Table 15.8.

Table15.7 namelist nml_gls_run

variable name units description usage

1 rst_gls_in | logical | .true.: Read restart files specified by default =1_rst_in of
nmlrs_gls_(avk, avq, eke, psi, alo) for the initial condi- | nml_run_ini_state
tion.
.false.: Start condition is that of no turbulence. See text for
details.

Table15.8 namelist nml_gls
variable name units description usage
mfnk 1 n of Eq. (15.93) default = 100.0
1 wave_damp_seaice | logical | Eq. (15.93) is used instead of (15.95) default = .false.
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Chapter 16

Bottom Boundary Layer (BBL)

MRI.COM has an option of adopting a simple bottom boundary layer model (BBL option). This chapter describes the
formulation and usage of this model.

16.1 General description

In general, neither dense overflows from the Nordic-Scotland-Greenland ridges to the Atlantic Ocean nor the dense
downslope flows from the continental slope around Antarctica can be properly reproduced by z-coordinate models. The
former becomes the core water of the North Atlantic Deep Water, and the latter becomes that of the Antarctic Bottom
Water. As a result, the abyssal waters in the modeled ocean tend to exhibit a warming bias. To mitigate these deficiencies,
MRI.COM incorporates a simple bottom boundary layer (BBL) model as introduced by Nakano and Suginohara (2002).
In this model, BBL is attached immediately below the bottom of the interior oceanic domain and conceptually treated
as a plane along the sea floor at the model’s lowest vertical level (Figure 16.1). The following processes relevant to the
overflow/downslope flows are (partly) incorporated into this BBL model:

* The advection along the bottom topography.
 The pressure gradient terms when the dense water lies on slope.
* The eddy activity to create the flow crossing f/h contours.

16.2 Grid arrangement and exchanges

In z-coordinate models, the flow along the bottom topography is expressed as a sequence of horizontal and vertical
movements along a staircase-like topography. When the number of vertical grid points representing the bottom topography
is roughly the same as that of the horizontal grid points, the downslope flow can be reasonably represented even in z-
coordinate models (Winton et al., 1998). In general, however, the number of the vertical grids used in ocean general
circulation models is not large enough. Even if the number is large enough, the concentrations of tracers might be
significantly diffused during their movement owing to the horizontal mixing with the surrounding waters. The incorporation
of BBL remedies these problems.

The BBL grid cells in MRI.COM are arranged as in Figure 16.1. General interior grid cells in MRI.COM are composed
of U-cells, but it is intuitively easier to understand the grid arrangement of BBL as if they are located at T-cells (represented
by "e" points of Figure 16.1a and b). The T-cells in BBL are located just below the bottom of interior T-cells even if an
interior T-cell consists of only one quarter of a U-cell (Figure 16.1b). The U-cells in BBL are regarded as slanting cells
connecting neighboring T-points in BBL (Figure 16.1d).

For the purpose of calculating horizontal exchanges between BBL cells due to advection and subgrid-scale mixing, the
primary BBL is attached below the normal ocean grid (Figures 16.1a and ¢). Assuming that the number of the vertical
grids, km, is 50 before BBL option is applied, the number of vertical grids, km, becomes 51 (50 + 1) when BBL option is
applied. In addition, to easily express the vertical exchange between the BBL cells and the inner ocean cells, we place a
dummy BBL cell just below the bottom grid of each inner column and copy the temperature, salinity, and velocities from
the primary BBL cell (Figures 16.1b and d).

Regarding vertical advection, primary vertical mass transport at the upper surface of BBL is defined at T-cell as in the
interior (there is not vertical transport at the bottom of BBL). Even when the horizontal area of the bottom of the interior
T-cell is smaller than that of BBL, all vertical mass transport at the top of BBL flows into or out of the bottom of the
interior cell (Figure 16.1b and d). Tracers immediately above and below are carried by this vertical transport. In the same
manner as explained in Chapter 6, the continuity equation for the U-cell is defined as an average of those of surrounding
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T-cells (6.20). At each of the T-points connecting the bottom of the interior and the BBL, velocity (momentum) at all the
U-cells in BBL that surround the T-point participates in the vertical momentum advection.

Regarding vertical mixing, tracer in BBL is exchanged with the one at the bottom of the interior as in vertical advection
(the blue arrow in Figure 16.1b). On the other hand, velocity in BBL is exchanged with the one at the bottom of the water
column of the same U-point (the blue arrow in Figure 16.1d), whose quarter cells may not necessarily constitute bottom
T-cells that communicate with T-cells of the BBL.

(a) (b)

k=km k=km

k=km

k=km

Figurel6.1 Grid arrangement and schematic of horizontal and vertical exchange of tracers. (a, b) Arrangement of
T-cell represented by "e" symbols. (c, d) Arrangement of U-cell represented by "X" symbols. The primary BBL cells
lies at the bottom of the main (interior) oceanic domain (a and c). Horizontal advection and subgrid-scale mixing is
computed there (solid black arrows). In relation to the interior, the T-cells in BBL are located just below the bottom of
interior T-cells even when an interior T-cell consists of only one quarter of a U-cell (Figure 16.1b). The U-cells in BBL
are regarded as slanting cells connecting neighboring T-points in BBL (dashed blue line in d). Vertical transport into
and out of BBL occurs according to the primary vertical velocity defined at T-points (solid red arrows). Diagonally
upward / downward advection of momentum may occur along the dashed red arrows in (d). Vertical mixing of tracers

and momentum occurs between the cells indicated blue arrow in (b) and (d), respectively.

16.3 Pressure gradient terms
a. Formulation

BBL of MRI.COM is attached at the bottom of interior T-cells. U-cells of BBL are regarded as slanting and connecting
the surrounding T-points. (Figure 16.1d). In other words, sea floor is considered to have gradient along U-cells.
The pressure perturbation term in eq. (2.54) is

1 , 1 , 1 ,
p_OVsp = Evp |S=—H(x,y) - p_oasp VH()C, y)
lo gp’
= Evp |S=—H(x,y) + EZSVH(X’ y)7 (161)

where s means the depth coordinate along the sea floor. The geopotential term is

’ ’
80 g.. = 8 vy
0

80 L VH(x,y). (16.2)
PO PO

s=—H(x,y)
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Then, the pressure gradient for a U-cell in BBL is expressed as

1 ! 1
—Vspl"'& sZ = —Vp/
PO PO Lo

’
+ £Vz

s=—HggL(x,y) 00 s=—HggL(x,y)" (16.3)

b. Discretization

Horizontal gradient in (16.3) is evaluated along the bottom slope, not along the constant s-surface.
The depth of U-point in BBL (z = zppr) that appears in the geopotential term is separated into time-independent
(—HppL) and time-dependent (z”) part, so that

’
de

00 s=—HppL (x.y) (16.4)

gp’ 80’ o
_EVHBBL + EVZ s=—Hpgg1 (x,y)"

The pressure perturbation at T-point in BBL, whose vertical grid index is k = ktbtm, is computed by adding an increment
due the downward vertical integration along the T-point from the corner of the upper face of the U-cell at the bottom of
interior, whose vertical grid index is k = kbtm — 1, to the T-cell in BBL (k = ktbtm). The finite difference form is given as
follows:

kebtm—1 (dzt), . |
, _ , , i, ] kibtm+5
AD;. j kibim = E (0 j0e1(A20); 501+ 807, tpime t 5 : (16.5)
I=kbtm—1

The gradient of pressure perturbation is computed as

’ ’ ’ ’
APH-I,j+l,krbtm+Api+l,j,krbtm _ Api,j+l,ktbrm+Api,j,ktl)rm

(VPBBL,)i+%,j+% =(Vrp/)i+%,j+%,kbtm—l +X 2 Ax. 1 . 2
i+5,j+5
AP}y ekt P i ki _ APyt kb ™OPYf abim
+9 2 2 ) (16.6)
Ayi+%,j+%

The geopotential term is computed as

’

[gp VZBBL], L
PO

i+5,j+5

, , , ,
Pi1,;7Pij HeBLi+1,j—HBBLi,j + Piv1,j+1Pi j+1 HBBLi+1,j+1—HBBLi j+1

g {[ 2 Axi+%,j 2 Axi+%,j+l A]
- _ 5 X
£0 2
P j*Pr; HppLi js1—HesLi + Pt je1*Piu1 ; HeBList jo1—HBBL+1,
2 Ayl. 1 2 AyA i 1
[ Jty i+lj+5 S]:I }
+
2
P jtPhj Ty =% + Pl et 07 et el jat " a1 Pr g1 Phy % =E i Pt a1 Y01 g Dt jat ~Ziel,
2 Ax. | . 2 Ax. 1 . 2 Ay. . 2 Ay. . .1
g i+5,J l+7,]+] N Lj+y 1+1,]+7 N
+ = &+ $lt.
Po 2 2

(16.7)

In the source code, the depth of T-point hot is used for Hggr. To be exact, (hot — dzt_cnst/2) should be used.
However, because the initial thickness of the BBL (dzt_cnst) is spatially uniform in MRI.COM, this omission would not
affect the result.

16.4 Eddy effects

In the rotational frame, the dense water along the continental slope flows along f/h without the eddy effects. In this case,
introducing the BBL model does not lead to a better representation of the overflow/downslope-flow in the Nordic Seas or
on the continental shelf around Antarctica.

In the real world, eddy effects create the cross f/h flow, resulting in the overflow/downslope-flows. Jiang and Garwood
(1996) investigated the three-dimensional features of downslope flows using an eddy-resolving model and demonstrated
that the dense water descends roughly 45° left to the geostrophic contour (in the northern hemisphere) with vigorous eddy
activity. The observation of significant eddy activity south of the Denmark Strait is consistent with this result. In order to
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incorporate this effect into the non-eddy resolving models, we apply Rayleigh drag whose coefficient is nearly equal to the
Coriolis parameter, @ ~ f. In this case, the geostrophic balance is modified and written as follows:

fy= _%g_i’_au, (16.8)
fu= —piog—i—av, (16.9)
After some algebra we obtain
5 (v_%u) =_fv'=_plog_i, (16.10)
f(w%V) =fu’=—piog—§, (16.11)

where v/ = v — (a/f)u and u’ = u + (a/f)v correspond to the geostrophic velocity for the pressure gradient. If we put
a = f, the direction of the flow is 45° to the right of the pressure gradient. In general, the horizontal pressure field is
parallel to the topographic contour near the deep water formation area. Thus, incorporating the Rayleigh drag coefficient,
a = f, leads to the dense water descending 45° to the left of the geostrophic contour.

Because this Rayleigh drag is thought to be caused by the eddy activity and is observed where the dense water descends
to the deep layer, the coefficient of the Rayleigh drag should be parameterized as a function of the local velocity and
topography. However it is very difficult to appropriately determine this function in coarse-resolution models. Accordingly,
in the default setting of BBL option in MRI.COM, the depth range where @ = f is arbitrarily set above 2500 m in the
northern Atlantic and above 4000 m around Antarctica to represent the observed dense overflow/downslope-flow. Below
those depths, « is set to zero. This setting may be explicitly specified by using namelist nm1_bblrayfrc (Table 16.1).

16.5 Usage
In this section, we show how to use the BBL model in the MRI.COM.

» Add BBL option in the file configure.in.

¢ Set the lowest layer of the array dz(km) as the thickness of BBL. Fifty to one hundred meters is recommended for
the thickness of BBL, which roughly corresponds to the observed thickness of the BBL layer near the Denmark
Strait.

¢ Append ho4bbl, exnnbbl to file_topo after ho4, exnn (Section 25.2.2), following docs/README_Options.md.

¢ Set the region where non-zero Rayleigh drag coeflicient is applied (nml_bblrayfrc; Table 16.1). The default
setting is above 2500 m in the North Atlantic and above 4000 m around the Southern Ocean.

If model integration starts from the 3-D distribution of temperature and salinity, the temperature and salinity in the BBL
cells are set to those in the lowermost inner cells.
Example of configure.in with BBL option

OPTIONS="BBL"
IMUT=184
JMUT=171
KM=48

The file that contains topographic information is read by the model at run time as follows (see also Section 25.2.2).

How topography data (file_topo) with BBL is read by model

integer(4) :: ho4(imut, jmut),exnn(imut, jmut)
integer(4) :: ho4bbl(imut, jmut),exnnbbl(imut, jmut)
integer(4),parameter :: lun = 10

open(lun, file=file_topo, form=unformatted)
read(lun) ho4, exnn
read(lun) ho4bbl, exnnbbl ! This is for BBL.
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Table16.1 Namelist nml_bblrayfrc for setting the lower limit above which Rayleigh damping is applied in BBL

variable units description usage
deprfcn cm subjective lower limit of depth (for northern hemi- | default = 2500 m
sphere) above which Rayleigh damping is applied | = 2500 x 10> cm
deprfcs cm subjective lower limit of depth (for southern hemi- | default = 4000 m
sphere) above which Rayleigh damping is applied | = 4000 x 10> cm

16.6 Usage notes
16.6.1 Limit of the region where BBL model should be applied

Ideally, the BBL model should be applied universally and its behavior should change according to the local oceanic state.
In the real configuration, the BBL model is only effective near the abyssal water formation areas. When used in other
areas, such as the near the equator, the BBL model does not improve the tracer and velocity fields. Furthermore, because
the BBL model connects the model cells along the topography, it inevitably induces a water mass exchange between the
cold abyssal water and the warm shallow water. Thus, unphysical diapycnal diffusion could occur with the BBL model.
This effect is not severe in high latitudes where the difference in temperature between the shallow continental shelves and
the deep layer is expected to be small, but it is extremely problematic for the cells in low latitudes. This problem is similar
to the problem for typical o-layer models. To prevent this, it is recommended that the BBL model should be applied only
to the regions where the processes reproduced by the BBL model are thought to be important.

16.6.2 Limits of the BBL

Linear interpolation of the temperature and salinity along an extremely steep slope may cause problems. For the default
setting of MRI.COM, the BBL model is not applied in such places and isolated grids. This setting may be modified by
using namelist nm1_bblgeo_limit (Table 16.2).

Table16.2 Namelist nml_bblgeo_limit for limiting the range where BBL scheme is applied

variable units description usage
hbblmin cm for sea floor depth shallower than hbbldmin, BBL | default=0m
is not applied
bbldmax cm if the sea floor is deeper than that of the neighbor- | default = 10000 m
ing point by bbldmax, the BBL is not applied 10000 x 10%> cm

16.6.3 Notes for program coding and analyses

In each vertical column, the BBL exists both at the bottom cell (k = km) and at the lowest ocean cell (k = exn(i, j)). In
general, the lowest ocean cell of the T-point and U-point for the same horizontal indices might differ. Thus, the treatment
of topographic mask array atexl and aexl is always very confusing. At the bottom cells (k = km) that corresponds the
primary BBL cells, we set atexl = 1 and aex1 = 1 while we set atexl = 1 and aexl = O at the lowest ocean cells that
corresponds the dummy BBL cells. In taking global average, the treatment of atexl = 1 in the BBL model needs special
care to avoid double counting.
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Chapter 17

Seaice

This chapter describes the sea ice model in MRI.COM. It treats formation, accretion, melting, and transfer of sea ice
and snow. Heat, fresh water, salt, and momentum fluxes are exchanged with the ocean. Sea ice is categorized by its
thickness, but it has a single layer. Snow does not have heat capacity (so-called zero-layer). Thus, it might be regarded as
an intermediate complexity ice model.

The ice model can be only used as a part of the ocean model. In the program, a few main subroutines of the sea ice
model are called from surface flux routines of the ocean model. The sea ice model is only called in the predictor step, not
in the corrector step. The sea ice model uses the forward scheme in time integration. The sea ice part of an ocean-sea ice
model gives sea surface boundary conditions to the oceanic part. Heat, fresh water, salt, and momentum are exchanged at
their interfaces.

This chapter is organized as follows. Section 17.1 outlines the model. The following sections describe details of
the solution procedure. According to the order of solving the equations, we deal with thermodynamics in Section 17.2,
remapping among thickness categories in Section 17.3, dynamics (rheology) in Section 17.4, advection in Section 17.5,
and ridging in Section 17.6, change from snow to sea ice in Section 17.7. Adjustment on the sea ice distribution is
explained in Section 17.8. Section 17.9 summarizes fluxes from sea ice to ocean. The option of variable sea ice salinity
(v5.1 or later) is explained in Section 17.10. Discretization issues are described in Section 17.13, coupling with an AGCM
in Section 17.11, and nesting of the sea ice model in Section 17.12. Finally, usage notes are presented in Section 17.14.

State variables and fluxes in the sea ice model are summarized in Table 17.1, and constants and parameters in Section
17.1.6. For the thermal energy conservation in the sea ice model, see memorandum ("On the thermodynamics processes
and the heat balance of the MRI.COM sea ice model (in Japanese)"*).

17.1 Outline

The ice model of MRI.COM is based on the ice-ocean coupled model of Mellor and Kantha (1989). For processes that
are not explicitly discussed or included there, such as categorizing by thickness, ridging, and rheology, we adopt those of
the Los Alamos sea ice model (CICE) version 3.14 (Hunke and Lipscomb, 2006).

17.1.1 The fundamental equation

The fundamental property that defines the state of sea ice is the fractional area as a function of location (u, ) and thickness
(h). The equation for this distribution function (g(u, ¥, h)) is

g

0
i —ﬁ(fg) -

1 (3(ghw”1) + a(gh.uvl)) +Xridg€+/\/slush (17.1)
hyhy ou oy ! !

where f is the thermodynamic growth rate of thickness, (u;,vy) is the velocity vector of ice pack, )(;’dge is the rate of
change of distribution function caused by ridging (Hunke and Lipscomb, 2006, Section 3), and )(;l““h is the transformation
of drafted snow into sea ice (snow ice formation). MRI.COM does not deal with this continuity equation directly, but
integrates it for each thickness category and predicts the integrated amount.

* https://mri-ocean.github.io/mricom/mri.com-user_doc.html
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17.1 Outline
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Figurel17.1 Schematic views of categorization of sea ice thickness in terms of (a) fractional area a,, and (b) ice volume v,,.

17.1.2 Categorization of sea ice thickness

We discretize the thickness in several categories. If an ice pack is divided into N, categories separated at Hy = Om, H,
H,, ... and Hy_, the fractional area of category n, a,, is defined as follows:

Hy
an = / g(h)dh. (17.2)
n-1
As shown in Fig. 17.1, when g is considered as a continuous probability distribution function, a, is a relative frequency

of class n. If sea ice of category n does not exist on the grid, then a,, = 0.
Similar to the area fraction a,, the sea ice volume of category n per unit area, v, is given below:

Hy
Vp = / g(h)hdh. (17.3)
Hpo

Other prognostic variables, such as snow volume, v, internal energy of ice, e,, surface temperature, 73, are also defined
for each category. Velocity is defined for an ice pack, the total ice mass in a grid cell. In the vertical direction, both sea
ice and snow have one layer. Sea ice has heat capacity, but snow does not. The heat capacity for sea ice is due to brine
and is represented by the temperature at the center of the sea ice. Figure 17.2 and Table 17.1 summarize symbols used
in this chapter and their variable names in the source code of MRI.COM. Note that the symbol T is used to represent the
temperature of any substance treated in this chapter. The unit is °C, though the use of an upper case letter (7') may recall
absolute temperature.

Table17.1 State variables and fluxes used in the sea ice part (cf. Figure 17.2) and their variable names in the source
code. Note that all water fluxes (ms™!) are expressed in terms of sea water with density p,,.

Meaning Units Array name for | Array name for
each thickness average or sum
category over thickness

categories

Continued on next page
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Table 17.1 — continued from previous page
Meaning Units Array name for | Array name for
each thickness average or sum
category over thickness
categories
a,, A area fraction (compactness) (17.2) 1 aicen aliceo apr
Vn volume per unit area (grid cell average of ice thickness) m hin hi
(17.3)
en volume-integrated enthalpy (< CpomSyrvy,) J kg_l m eicen -
Vs snow volume per unit area (grid cell average of snow m hsn hsnw
thickness)
hy mean ice thickness (= v,,/a;) (17.15) m hicen hiceo
hg mean snow thickness (= vy/a,) m hsnwn hsnwo
qn enthalpy of ice per unit volume (= e, /v,) J kg*l gicen -
T3 skin temperature of upper surface °C tsfcin tsfci
T, temperature at snow-ice interface °C t2icen -
Ty temperature of ice (< mSy) °C tlicen -
To, (= To) skin temperature of lower surface °C tO®icen(1:) t@iceo
To, skin temperature of sea surface at open leads °C t0icen(0) t0icel
So, (= So) | skin salinity of lower surface pss sOn(1:) -
So. skin salinity of sea surface at open leads pss sOn(0) -
Op heat flux in the upper half of ice (= Q) W m™2 fheatu -
Oro heat flux on the ice side of the ice bottom W m2 fheatn -
Qao heat flux on the air side at open leads W m2 fheat -
Oro ice-ocean latent heat flux due to melting of snow W m2 - latent_forced_melt
Oso ice-ocean sensible heat flux due to melting of ice W m2 - sens_io_all_melt
Fr, heat flux on the ocean side of the ice bottom Wm™ ftio -
Fr, heat flux on the ocean side at open leads Wm™2 ftao -
Fs, virtual salinity flux below sea ice driving the top layer | pssms™! - -
of the ocean model
Fs, virtual salinity flux in open water driving the top layer | pssms™! - -
of the ocean model
w fresh water flux driving the top layer of the ocean model ms™! - wfluxi
(= AWio + (1 = A)Wap + Wro + Wgg)
War fresh water flux due to snow fall at the upper surface of ms™! - snowfall
ice
War fresh water flux due to sublimation at the upper surface ms~! sublim -
of ice
Wio fresh water flux due to freezing and melting at the bottom ms™! wio -
of ice
Wao fresh water flux due to freezing at open leads ms™! wao -
Wroice fresh water flux due to melting of sea ice at the upper ms! - wrsi

surface of ice

Continued on next page
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17.1 Outline

Meaning Units Array name for | Array name for
each thickness average or sum
category over thickness
categories
Wrosnow fresh water flux due to melting of snow at the upper ms! - Wrss
surface of ice
Wer fresh water flux due to formation of frazil ice ms! - Wrso
uy zonal component of ice pack velocity ms™! - uice
vy meridional component of ice pack velocity ms~! - vice
A shortwave
Qai
T
A 3
L0
snow ,LS Qs Y $s=0.0
T \ Q
A 2 A0
k}/ TDL s PN \\/
S oL
Q2 *Qso .
E : FTI. S S
. I [Psu]
ice oo p -eeeeee- A TR s
Sea water: Tw, Sw
Qio
c To (= To) So(=S0)
FT| FS'
Figurel7.2  Schematic diagram of the layer structure of the sea ice model, and related temperature and salinity. The

left side is related to temperature and heat flux, and the right side is related to salinity. The central part without sea ice
shows the modeling in open lead. See Sec. 17.2 and Table 17.1 for the layer structure and symbols.

17.1.3 The thickness-category governing equations

The sea ice model solves time evolution of the prognostic variables per unit area (sea ice volume, snow volume and sea
ice enthalpy) integrated for each category, as defined in the previous section. Based on Eq. (17.1), the equation for the sea

ice volume, v,,, is
ov,

ot

where f; indicates increase and decrease of sea ice due to thermodynamic processes, A(v,,) horizontal advection, and
D(v,) horizontal diffusion. Similarly, the equation for the snow volume, vy, is

= f1 + AWn) + D(v) + x5 4 yjlush, (17.4)

a . i
6"; = fo + Avg) + D(vy) + x 5% 4 ylush, (17.5)
The equation for the sea ice enthalpy, e,, is
de n ridge slush
W = fet+tAlen) + Dl(en) + xe = +Xe (17.6)

It should be noted that the physical quantities divided by the density are treated as the conserved quantity, instead of mass
conservation and energy conservation.

The growths of ice and snow, f; and f;, and the change of enthalpy, f., are computed by solving thermodynamic
processes (Section 17.2). Using this result, thickness categories are remapped and the fractional area a,, is updated
(Section 17.3). To compute the velocity of the ice pack (u;,v;), we have to solve the momentum equation (Section 17.4).
Then, based on velocity (uy, vy), the advection terms, A, and the diffusion terms, D, are calculated (Section 17.5). Using
the transported ice distribution function, the ridging process (y"%¢) is solved (Section 17.6). Then, conversion of snow
to sea ice due to slush formation, )(Sh”h, is obtained based on the predicted snow thickness and sea ice thickness (Section
17.7).
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The outline of the thermodynamic processes is shown in Fig. 17.3. The amounts of change due to each process are
calculated from the state variables and fluxes shown in Fig. 17.2 so as to satisfy the conservation laws. The formulation
and solving procedure of each process are presented in later sections.

°0
(@]
Wsn W
ok 2 Dincrease
snow fa
v [ ldecrease
[melt_new condens
sublim
melt_pile
melt_edg

Piled snow
Fibrg

,L slush

ibrg |me|t_top| | sublim |
fMa Seaice frél‘_ér
A A melt_btm h

WROsnow

frzl_sea v frzl_btm
) WROice Y A WAO

S Wio T
eawater W Wo

Figurel17.3  Schematic diagram of changes of sea ice volume and snow volume due to thermodynamic processes and
slash formation. Blue boxes indicate increase and red boxes indicate decrease. Arrows indicate water fluxes between
sea ice and ocean or atmosphere.

17.1.4 Thermal energy of sea ice

In considering thermodynamics, thermal energy of sea ice should be defined. The basis of energy (i.e., zero energy) is
defined here as that of sea water at 0 °C. The thermal energy (enthalpy; E (T, r)) of sea ice that has temperature 7 (< 0)[°C]
and brine (salt water) fraction r is the negative of the energy needed to raise the temperature to 0 °C and melt all of it:

E(T,r) =r(CpT) + (1 —r)(~Lr + CyT), (17.7)

where C,, and C,,; are the specific heats of sea water and sea ice, and L is the latent heat of melting/freezing. Thus
defined, the energy of sea ice is negative definite.
Assuming that salinity in the brine is S and salinity in the other sea ice is 0, the average salinity S; in the sea ice is
given by
S;=rSp. (17.8)

On the other hand, assuming that the change rate of the freezing temperature with respect to salinity is a constant negative
value m, the freezing point in the brine is mSy. In addition, the temperature of the entire sea ice, 77, is assumed to be
uniformly the freezing point, mSy:

T] = me. (17.9)

Based on the above two equations, the brine fraction of sea ice, r, can be determined from Sy, 77,

r=mS;/Ty. (17.10)
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17.1 Outline

Since r < 1, a constraint of Ty < mS; = T, is obtained, where T, is the freezing point of sea water with a salinty of S;.
As in Mellor and Kantha (1989), the specific heat of snow is not considered.
In the sea ice model, enthalpy E (more accurately, enthalpy integrated for each category, e,), since it is a conserved

quantity, is easier to be handled than temperature. Thus, 7} is determined diagnostically based on E by solving the
quadratic equation with (17.10),

E(Tl,r)=r(C,,0T1)+(1—r)(—LF+C,,,~T1), (1711)
which gives
—b—Vb? -4
A s (17.12)
2a
where
a=Cp,-, bZ—LF—E+mSI(Cpo— p,'), c=mS;LE. (17.13)

Figure 17.4 shows that the other root is unphysical. '

In the sea ice model, enthalpy is often calculated from 77 and Sy by (17.11) on the premise of Eq. (17.10). Hereafter,
sea ice enthalpy calculated from S; instead of r is referred to as E.

L
Es(Ty,Sy;) =mSy (Cpo_cpi+T_F)+CpiTl -Lp, (17.14)
1

The domain of definition for S; is S; > 0, while that for 77 is T} < m.Sy.

sea ice enthalpy
-1.5 ‘ ‘ ‘ ‘

-2.04

-2.51

-3.04

-3.51

x 105 [J/kq]

~4.01

~4.51

0 T e e e A
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Figurel7.4 Seaice enthalpy E (17.11) as a function of sea ice temperature (7). Units in J kg_l.

17.1.5 Diagnostic variables
Secondary diagnostic variables used in the sea ice model are summarized here.
The average sea ice thickness &y for category n is determined as follows, if a,, is not zero,
hr =vn/a,. (17.15)

Similarly, the average snow thickness A is
hs =vg/a,. (17.16)

1t does not meet the assumption of Eq. (17.9.) When r = 1, that is, T} = Ty, = mSy, enthalpy E takes the maximum value Cp,mS; (sea water
at freezing temperature).
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The total sea ice area fraction for all categories is expressed as A.

Nc
A= Zan. (17.17)
n=1
The fraction of open lead is aq,
ap=1-A. (17.18)

If area fraction deviates from the domain, from zero to one, due to numerical error, it is corrected as follows:

e Ifa, <0,a,issetasO.
e If A > 1, a, is replaced by a, / A.

These two modifications guarantee 0 < A < 1. Since area fraction itself is not a conserved quantity, such modification
does not affect consistency of the model.

In the sea ice model, areas where the ocean is exposed to the atmosphere, that is, where there is no sea ice, may be
treated differently depending on whether or not there is sea ice on the same grid. In this chapter, the former (0 < ag < 1)
is called "open lead" and the latter (ag = 1) is called "open water".

17.1.6 Physical constant, parameters

Since the ice part is coded in ST units, constants and parameters are written in SI units.

a. Thermodynamics

Table17.2 Physical constants and parameters relevant to sea ice thermodynamics

parameter value variable name in MRI.COM
Thermal ice conductivity k;y =2.04Tm™' s7TK~! cki
Thermal snow conductivity ks =031Tm s TK! cks
Specific heat of sea water Cpo =3990] kg_l K! cp®
Specific heat of air Equation (14.130) cpair
Specific heat of ice Cpi = 2093 Jkg TK™! cpi
Specific heat of snow Cps = 0.0 Jkg TK™! —
Stefan Boltzmann constant c=567x108Wm2K™* stbl
Albedo of open ocean surface @, = 0.1 (default) albw
Albedo of ice ay = 0.6 (default) albi
Albedo of snow ag = 0.75 (default) albs
Emissivity of ocean surface € =1.0 eew
Emissivity of ice surface €7 = 1.0 (default) emissivity_sea_ice
Emissivity of snow surface €; = 1.0 (default) emissivity_snow
neutral bulk transfer coefficient for sensible heat Crar = 1.5 x 1073 (default) c_transfer_sensible_heat_ai
neutral bulk transfer coefficient for latent heat Cga; = 1.5%x1073 (default) c_transfer latent_heat_ai
Latent heat of fusion Lr =3.347x10°Tkg! alf
Latent heat of sublimation Equation (14.132) rlth
Constants for fusion phase m = —0.0543 °C/pss Xmxm
equation: Ty = mS + nz n =-0.000759°Cm™! xnxn
Ice roughness parameter 20, = 0.05h;/3 z0

Continued on next page
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17.2  Thermodynamic processes

Table 17.2 — continued from previous page

parameter value variable name in MRI.COM
Salinity of sea ice S; =4.0pss si
von Karman’s constant k=04 xk
Thickness/compactness diffusion of ice kg =1.0x10°m?s7! akh
Seawater kinematic viscosity v=18x10"m?s™! anu
Seawater heat diffusivity a; =1.39% 107" m?s7! at
Seawater salinity diffusivity ap =6.8x1070m?s7T as
Turbulent Prandtl number P,, =0.85 prt
bineqs (17.118),(17.120) b=3.14 ab
sea ice enthalpy (17.14) Es(T1,S;) Tkg™! ts2qice_jpkg

b. Dynamics

Table17.3 Physical constants and parameters relevant to sea ice dynamics

parameter value variable name in MRI.COM
Density of sea water po = 1036 kgm™ ro®
Density of air Pa, Equation (14.133) roair
Density of sea ice pr =900kgm™> rice
Density of snow ps =330kgm™>
Reference snow density (ratio between snow and | ps/po rdsw

water)

e-folding constant for ice pressure

¢* = 20.0 (default)

e_fold const_ice_prs

pressure scaling factor

P* =2.75 x 10 N m™2 (default)

prs_scale_factor

drag coefficient (air-ice) Cpar = 3.0 x 1073 (default) c_drag_ai
drag coefficient (ice-ocean) Cpio = 5.5 x 1073 (default) c_drag_io
yield curve axis ratio e=20 elips
scaling factor for Young’s modulus E, =0.25 eyoung

water turning angle

0, = xcz (positive/negative in the

turning_angle_drag_io

northern/southern hemisphere, c:
1°m~!, z: the first layer depth [m],
default)

6, = 0° (not considered) _

air turning angle

17.2 Thermodynamic processes

Vertical one-dimensional thermodynamic processes are solved in each category based on Mellor and Kantha (1989). The
sea ice model has a layered structure of sea ice (thickness: /;) and piled snow (thickness: #;), as shown in Fig. 17.2. The
former is further divided into upper and lower halves. Thus a column of sea ice has three vertical layers. The temperatures
at the layer boundaries are Ty, 71, 7, and T3 from the bottom. Heat fluxes within each layer are Q;0, Qp», and Qs from the
bottom. The heat flux at the air-ice interface is Q 4; and that at the ice-ocean interface is Fr,. Sea ice is in fact categorized
by thickness, and each symbol should have a suffix (n) of the category number. At open leads or open water, symbols have
the suffix L. Sea surface temperature of the ocean is indicated by 7,,, and sea surface salinity by S, .

Although the surface fluxes are positive downward (positive toward the ocean) in the ocean model, the sea ice part is
coded such that fluxes are positive upward. In this section, we assume that the fluxes are positive upward.

17.2.1 Fluxes at air-ice interface

To solve the thermodynamic processes, we first evaluate the air-ice heat flux, Q4;, and the freshwater flux, Wy; . The heat
flux, Q4y, is expressed as follows:
Our = —(1—ap)SW — LW + Qg + Qs + €70 (T3 + 273.15)%, (17.19)

where SW is downward shortwave radiation flux, LW is downward longwave radiation flux, Qg; is sensible heat flux, Qs
is latent heat flux, a; is albedo, €7 is emissivity, and o is the Stefan-Boltzmann constant. Except for the last term of Eq.
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(17.19) (thermal radiation), each of these terms is calculated as follows. The freshwater flux (does not include snow fall),
W4, is caused only by sublimation and condensation on the top of the sea ice.

B i. Shortwave: The downward shortwave radiation is represented by SW. The albedo of sea ice is @y, which is 0.82 for
cold (T3 < —1 °C) snow, 0.73 for melting snow, and 0.64 for bare ice (while melting).

One might use a more sophisticated albedo scheme included in the Los Alamos sea ice model (CICE; Hunke and
Lipscomb, 2006) by choosing CALALBSTI option. We briefly describe how the incoming shortwave radiation is treated by
this scheme. The downward shortwave radiation is treated at each interface as follows: First, among the net absorbed
shortwave flux (= (1 — a;)SW), some fraction (iy) penetrates into ice and the rest is absorbed at the surface and used to
warm the upper interface. See Table 17.4 for the specific value of ip. Second, the part penetrating into the ice SWyruce »

SWsur face = (1 - a’I)iOSW, (1720)
fe

is attenuated according to Beer’s Law with the bulk extinction coefficient x; = 1.4m™~!. The attenuated part ASW,., is
used to warm the ice interior (Sec. 17.2.3)

SWoottom = (1 — ap)ioSW X exp(—kihy),
ASWice :SWsurface - SWbotmm-

(17.21)
(17.22)

Last, the rest SWyouom enters the ocean (Sec. 14.3).
The albedos and penetration coefficients of CICE are listed on Table 17.4. The property fsow is the snow fraction of
the upper surface of the ice, which is expressed as follows:

h
fonow = ————— | (17.23)
v hs + hsnowpatch
where hy is the snow thickness and Aguopparen = 0.02 m.
If the ice thickness (/47) is less than ks = 0.5 m, the albedo of thin ice is computed as
Qthinice = Ao + ﬁ(acoldice - ), (17.24)
where P
t
_ arctanarhy) g (17.25)
arctan(a, hyef)
and «,, is the albedo of the ocean.
If the top surface temperature 73 becomes —1 < T3 < 0 °C, the albedo of melting ice and snow is computed as
Ameltice = Athinice — Vi (T3 +1.0), (17.26)
Ameltsnow = Xcoldsnow — Vs (T3 +1.0), (17.27)

where the condition @,erice > @, 1S imposed. Using the snow fraction on the surface of the ice fi,ow, the total albedo is
computed as
(17.28)

a; = a'meltice(l - fsnow) + a’meltsnowf%now-

The albedos for visible and near infra-red wave lengths are computed separately. If the shortwave flux is given as the
sum of all four components (direct and diffuse for visible and near infra-red wave lengths), a constant ratio (visible) : (near
infra-red) = 0.575 : 0.425 is assumed, and the total albedo is computed as the weighted average.

Table17.4 Albedo and surface transparency of the albedo scheme of CICE.

near infra-red visible
(> 700 nm) (< 700 nm)
albedo for cold snow @cpigsnow (T3 < —1 °C) 0.70 0.98
albedo for cold ice @ oice (T3 < —1°C, h; > 0.5m) 0.36 0.78
reduction rate of albedo for melting ice y; (-1°C < T3 <0, h; < 0.5m) -0.075 /°C -0.075 /°C
reduction rate of albedo for melting snow y; (-1°C < T3 < 0, h; < 0.5m) -0.15/°C -0.10/°C
fraction of transparent shortwave flux through the ice surface (ip) 0.0 0.7 % (1.0 = fsnow)
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M ii. Longwave: The downward longwave radiation from the atmosphere is represented by LW in (17.19). The black
body radiation from the ice surface is €; o (T3 + 273. 15)4, where €; is emissivity, and o is the Stefan-Boltzmann constant.
Hereinafter, we use

LW (T3) = LW — €;0-(T3 + 273.15)* (17.29)

as the net longwave radiation.
M iii. Sensible heat flux: The sensible heat flux (Qg; in (17.19)) is computed using a bulk formula:
Os1(T3) = paCpaCrarUro(T5 — Ta), (17.30)

where p, is the density of air, C,, is the specific heat of air, Cyy; is the bulk transfer coefficient for heat, Uy is the scalar
wind speed at 10 m, T4 is the surface air temperature. The derivative, dQs;/d73, is also used in later calculations.

0051
oT;

= paCpaCrarUo. (17.31)

M iv. Latent heat flux: The latent heat flux (Qy; in (17.19)) is computed using a bulk formula:

Q11(T3) = paLsCearUr0(qi — qa), (17.32)

where L is the latent heat of sublimation, Cgy; is the bulk transfer coefficient for moisture, g; is the saturation humidity
at T3, and g 4 is the specific humidity of air. Section 14.12.2 details a computing method for g;. The derivative, 0Q;/0T3

is also used later, as with sensible heat.
001 0q;
—— = puLsCpaiUjo—. 17.33
T, PaLsCEgar 057, ( )

B v. Bulk coefficient over sea ice: Three schemes are available for bulk coefficients on sea ice, depending on the options
BULKNCAR, BULKECMWF.
If neither BULKNCAR, BULKECMWF is specified, the following bulk coefficients are used according to Mellor and Kantha
(1989).
Cpar =3.0x 107 (17.34)

Cuar = Cear = 1.5 x 1072, (17.35)

These coefficients are given by namelist nm1_air_ice at run time. See Table 17.11. The wind speed, air temperature,
and specific humidity are used without altitude correction.

If BULKNCAR is specified, the constant value specified by nml1_air_ice is usually used as neutral bulk coefficients at
10 m. To use the same scheme as Large and Yeager (2004), the following values must be specified at runtime.

Cpatio = Cuano = Cratio = 1.63 x 107°. (17.36)

The procedures except for neutral bulk coefficients is the same as Section 14.9.2. The bulk coefficients, air temperature and
specific humidity are corrected for the altitude at which wind speed is defined, and then used for calculation of turbulent
fluxes.

If BULKECMWF is specified, roughness length is calculated by the following equation (ECMWEF, 2016b):

20 = max (10—3, 0.93 x 103(1 = a,) +0.05 x 10 exp [~17(ay - 0.5)2]) , (17.37)
zor = 1072, (17.38)
Z05 = 1073, (17.39)

Except for this, the procedure is the same as Section 14.9.3. Since the roughness length is uniquely determined by the sea
ice fraction a,,, iteration for calculating the roughness length is unnecessary.
Regardless of which scheme you use, the wind stress over sea ice can be calculated with TAUBULK option.
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M vi. Fresh water flux: Fresh water loss due to sublimation is computed as

War = paCearUi0(gi — q4) [ po, (17.40)

where Wy; is converted to the volume of sea water by dividing by p,. As is clear from comparison with Eq. (17.32), W,
is determined by the latent heat flux at the air-ice boundary, Oy ;.

Finally, in preparation for the next section, we define the following heat flux at the ice-air boundary, Q¢ [W m ~2]
(positive upward).

Q%M = —(1 = ay)(1 —ig)SW — LW (T{") + Q51 (T?') + Qi (T9) + €10 (T + 273.15)%. (17.41)

Permeation to the inner region is excluded, and TS[’I" is the top surface temperature at the previous time step.

17.2.2 Interface between air and snow/sea ice

In response to the air-ice fluxes obtained in the previous section, the existing sea ice and snow are changed. Specifically,
the following three steps are performed.

condensation and sublimation

Condensation and sublimation of the freshwater flux, W4; [m / s], causes water mass change per unit area, Am [kg],
Am = —WarapoAt, (17.42)

during a time step interval of Az for category n. Positive values indicate increase of sea ice or snow mass (condensation),
and negative values indicate decrease (sublimation). (It should be noted that this effect works only on sea ice, not in the
open water, open lead, and sea ice-free categories.) On the other hand, the mass of snow, m, and the mass of sea ice, my,
existing at the current step for category n are

Ms = VsPsnows mj =vupr- (17.43)

Using these masses, the mass change of snow, Amg, and that of sea ice, Amj, due to condensation and sublimation are
calculated according to the following procedure. If condensation occurs, only snow is increased. If sublimation occurs,
snow is reduced, and then, sea ice is reduced. When expressed with conditional branch,

Amg = Am, Amy; =0 if —-mg <Am
Amg = —my, Amp=Am+mg; if —mg—m; <Am < —mg (17.44)
Amg = —my, Amp =—my if Am < -mg—my

Note that the first condition includes two situations where condensation occurs (0 < Am) and only snow sublimation
occurs (—mg < Am < 0).

These conditions can be summarized as follows to express volume change of snow, Avg [m], and volume change of sea
ice, Av,, [m].

Avg = —WAIan%At, Av, =0 if —mg<Am
Avg = —vy, Av, = —WAIan‘;—‘I’At +vebr i —mg—mp < Am < —m (17.45)
Avg = —vy, Av, = —v, if Am < -mg—my

Since sea ice salinity is set constant as Sy, salinity of the first layer of the ocean is changed so as to compensate for the
decrease of sea ice salinity.

, SiAv,pr
S, =Sy —Zp——m—. 17.46
The change of sea ice enthalpy, Ae,,, is proportional to the change of sea ice volume.
Ae, = gnAvy, (17.47)

where ¢, is sea ice enthalpy per unit volume at the previous step.
When the variable sea ice salinity option is used (v5.1), the change of integrated sea ice salinity, AS, is always zero,
because salinity included in sea ice does not increase or decrease during sublimation.
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Determination of sea ice surface temperature, T3

Sea ice surface temperature at the next time step, 7;°%, is determined so that the heat flux equilibrates on the sea ice
surface. ¥ The basis of this calculation is the relatlonshlp between heat fluxes and temperature at the air-ice boundary, in
the snow layer, and in the sea ice upper layer, as shown in Fig. 17.2. First, the heat flux at the air-ice boundary, Q4;, is
given from (17.19) except for permeation into sea ice:

Oar=—(1—ay)(1 —ig)SW — LW + Qsr(T3") + Qui(T3Y) + €10 (T3 +273.15)%, (17.48)

where SW and LW have already been obtained, but Q;;, Qs; and thermal radiation depend on T;‘ew. Next, the heat flux in
the snow, Qg, is constant within the snow layer (we neglect the heat capacity of snow,) and is computed as

k
Os = h—j(TzneW -T7V), (17.49)

where /i, is the thickness of the snow layer given by (17.16), and k& is the thermal conductivity of snow. In the upper half
of the ice layer, the heat flux Q;, is computed as follows:

On (T — 139, (17.50)

:h/2

where kj is the thermal conductivity of sea ice. Since we neglect heat capacity of snow, the following equation is obtained:

Os =0p. (17.51)

We adopt the semi-implicit method described below to decide 75", $ The balanced surface temperature is computed by
assuming that the fluxes on both sides are the same. That is, using the value at the previous time step, T;’ld , as the initial

estimate,
T3 = T9M + 6T;. (17.52)

the following equation is assumed:
Os = 0ar- (17.53)
Thus, based on 7§ and 77", the unknown variables, 673, 75", Qa;, Qs and Q; are found.
The equation for 673 can be derived using Eqgs. (17.48), (17.49), (17.50), (17.51), (17.52) and (17.53).
ki Ks(hr/2)(T5 + 6T3) + kph T

_ = Told T T{)ld T
2 h k(D) + kol }=0u(T5" + 6T3) + Qi (T3 + 0T3)

— (1= ay)(1 —ig)SW = LW + ;o {(T{" + 6T3) +273.15}*.
(17.54)

By expanding the specific heat, latent heat, and thermal radiation in a Taylor series, we have,

ki i ks (hi/2)(T3 + 6T3) + kyhy T Id iy, 9Qu 001
ol T" T" — 015 + o3 — (1 - 1—1ig)SW
A k(] + ko }=0u(T3) + Qs (T57) + —— o1 O * g, 0T (I —ar)(1—ip)
— LW (T¢") + dey o (T9M + 273.15)6T5. (17.55)

Using this, we compute 673:

—Os1(T5") = Qui(T3") + (1 = ar) (1 = i) SW + LWy (T3") + (T - T3")

3= : (17.56)
9u 4 900 4 4o (T +273.15)3 +¢
Qold + C(Told Told)
T90u | 095 | pe o (TOM 4 273.15) 4 ¢ (7.57)
T3 oT; 1 3 .
€= A (17.58)

k\(hl/z) + klhs ’

¥ Thus, T3 is a diagnostic amount. However, it is treated as a prognostic state variable in the program, since the value of the previous time step,
T3°ld, is used as the initial estimate for T3“°W.

§ To be exact, the interface fluxes should be computed iteratively by adjusting surface temperature 7" until a balance is achieved, but this is not
implemented.
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(a) w/o pond

i o
o [increase 09| Wen
Wsn[© [decrease
New snow l:l
New snow snow
""""""""""""""""""""""""" ice
Piled snow Piled snow Melt pond
___— y/ -

snow-melt
water

seaice-melt
water

’» R
seaice-melt | |snow-melt
water

water

Seaice Wroice Weosnow Sea ice Wroice Wrosnow

Figurel7.5 Diagram of the modeled processes at the sea ice surface. Melt Pond is (a) not considered, and (b) considered.

where Q%’, 0Q11/0T3,0Qs;/dT3 in the right hand side have been already obtained in Sec. 17.2.1, Egs. (17.31), (17.33)
and (17.41) . Since the solution procedures are basically the same with or without snow, a situation without snow
(hy = 0,73 = T5) is included in the above equation. Note that the dependency of Ly on temperature (Section 14.12.2)
is not considered in the partial differentiation with respect to temperature. The specific form for the partial derivative of
specific humidity (dq;/9T3) is presented in Section 17.15.1.

Next, 73" is given by Eq. (17.52), though an upper limit is set depending on the presence or absence of snow, v, as

0 if v¢>0 and T,;[d+6T3>O
T = {Tp, if vg=0 and T{+6T5 > Ty (17.59)
T3"ld + 073 otherwise,

where Tj;, = mSy is the freezing point of sea ice. In the three cases, the top two conditions cause melting of sea ice or
snow, which will be explained in the next section. Then, the interface temperature is computed as

ld
prow ky(hp 2T + kT | 17.60)
ks(hi/2) + kphs

and Q2 (= Qs) is given by Eq. (17.50).

Snowing and melting at the sea ice surface

Here, we solve the snowing and melting processes that occur on the sea ice surface, as shown in Fig. 17.5a (Melt pond is
not considered). First, fresh snow is formed on the surface due to snowfall. Next, if the new surface temperature is above
the freezing temperature (0.0 °C for snow and mS; [°C] for sea ice), melting occurs as noted about Eq. (17.59). The
whole procedure is as follows:

1. Fresh snow is formed by snowfall. (Av®")
2. If surface melting occurs
(a) All fresh snow melts. (Av™"-"¢I"
(b) Piled snow and sea ice melt. (AV2“"" Ay,
(c) Melted water Inflows to the ocean. (Wroice» WrOsnow)

The changes in sea ice and snow at each procedure are shown below.
The fresh snow volume, Av§®", due to snowfall, Wy, is given by the following equation:
AVE™ = poWsnanAt/ps. (17.61)
If 73" is below the freezing point, only this process occurs in this section.
Below this is the case where surface melting occurs. First, all the fresh snow melts, and the snow volume change due

to this melting, Av™®"-"" is given by
Ayrer-melt — _ Apnew, (17.62)

where the negative sign means decrease.
Next, the amounts of melting of piled snow and sea ice are calculated as follows. The heat energy used for melting, AE,

is given from the balance of heat flux by
AE = (0O - 0% a,At, (17.63)
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where Qy; is given by Eq.(17.50), and Q;’{[d is given by Eq. (17.41). On the other hand, the energy required to melt all the

piled snow, E, and that to melt all the sea ice, Ej, are as follows:
Es =vspsLF, Er =vaprLs, (17.64)
where L3 is enthalpy change per unit mass due to melting of sea ice
L; = ES(Tfrzy S1)—qn = CpOTfrz —4n; (17.65)

where ¢, is sea ice enthalpy per unit mass. The piled snow is assumed to have zero heat capacity E(0,0) = —Lg. In
addition, the lower limit, 4,,;,, is set for the sea ice thickness, and the corresponding energy amount, E,,;,, is

Epin = anhminpr L3. (17.66)

From these energies, the snow volume change, AVPT" and the sea ice volume change, Av,, are calculated. When
AE < E, only snow is melted as _

AT — _AE[(pgLyp),  Avy =0. (17.67)

When Eg < AE < Eg + Ej — E,,, snow and sea ice are melted
AV =y Avy = —(AE - Ey)/(p1Ls). (17.68)
When E + E; — Epin < AE, all the piled snow and sea ice are melted away

pile_melt _
AV =

—Vs, Avy = —vy, (17.69)
and then excess heat flows into the ocean. That is, the sensible heat flux at the ice-ocean interface, Qsp, is given by
Oso = Q4 + (Es + Ep)/(an). (17.70)
Regardless of the conditions, the sea ice enthalpy changes as the sea ice volume decreases, as in Eq. (17.47).
Ae, = gnAvy,. 17.71)

The freshwater flux between the ocean and sea ice models due to the melting of sea ice, Wgp;c., is calculated as follows
in terms of seawater volume:

Av 1
Wroice = A—t”g—o. (17.72)
The freshwater flux due to the melting of snow, Wrognow, 1s calculated as follows:
A new_melt +A pile_melt .
Wrosmow = — 5 : (17.73)

At Do’
Melted water is assumed to run off to the ocean immediately, that is, there is no explicit melt pond. However, effect of

melt pond is implicitly parameterized by the albedo scheme. Assuming that seawater with a freezing temperature of T,
pours into the ocean, the temperature transport between the ocean and sea ice models is given by

Foy =T ) Avy. (17.74)
n

The temperature of the melted snow is assumed as 0° C.

Snowing and melting at the sea ice surface with melt pond (v5.1)

Modeling of melt pond is currently under development, some of which are explained here. When melt pond is considered,
snowing and melting at the sea ice surface are processed as follows as a whole (Fig 17.5b):

1. Fresh snow is formed by snowfall (modified). (Avi®")
2. If surface melting occurs
(a) All fresh snow melts. (Ay™"-"¢It
(b) Piled snow and sea ice melt. (AV2"“~"" Ay,)
(¢) Melted water inflows to the ocean and melt pond (modified). (Wroices Wrosnow)
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Snowfall causes increase of melt pond volume, as well as fresh snow formation on sea ice. Fresh snow volume, Av}¢",
is Wevl
t
Av?ew — Po VSN (an — Clp), (17.75)
Ps

where a, is the area fraction of ice pond. If there is ice on the pond, the volume of fresh snow on pond ice, Av’;fsw , and the
melt_on_pond

volume of snow that melts immediately after entering the pond, Av are
Wy At
Aview LoV, (17.76)
Ps
Av?eh—on‘pmd =0. 17.77)
If there is not ice, they are
AV =0 (17.78)
Wen At
Av;neltﬁon«pond :,00 SN ap. (1779)
Ps

17.2.3 Heat balance in the ice interior

Next, the time change of enthalpy inside the sea ice is solved from the heat fluxes obtained in the previous section. The
thermal energy of the ice is affected by vertical heat fluxes and horizontal heat transport due to advection. The equation
for the thermal energy (enthalpy) is written as follows:

0 0
prhy EE(TI,”I) + MligE(Tlﬂ']) =00 — 0+ ASWic, (17.80)

where the heat flux Qjp in the lower half of the ice layer is computed as

k.

k
Qo = _m;z (TP ~T5") = hi /2 (T3 =17, (1781

The heat flux of O has been obtained by Eq. (17.50), and absorption of short waves inside sea ice, ASW., by Eq.
(17.22). When (17.80) is rewritten in term of volume-integrated values for each category,

0 €n 0 €n
(palt Lo, (gi. ) (10— O + ASWico)am, (17.82)

where integrated enthalpy, e, is one of the main prognostic variables of the model. The above equation can be solved
explicitly without causing serious problems when the time step is not too long.

In the sea ice model, first, the vertical one-dimensional process of the above equation is solved by the forward finite
difference. The enthalpy change due to the vertical heat flux, Ae®’ [J m / kg], is estimated as follows.

Ae®" = (Q10 — O + ASWic,)

At
dnt (17.83)
PI

The upper limit of the sea ice enthalpy with a volume of v, e, [J m / kg], depends on the freezing point 75, = mSy,
emax = VnCpoTp. (17.84)
When e,, + Ae®" < ey, only the enthalpy changes as
Av, =0, Avg =0, Ae, = Ae®. (17.85)
When e, + Ae®*’ > e,,4y, all sea ice and snow are melted,

Avy = =V, Avg = —vy, Ae, = —e,,. (17.86)

(The integrated enthalpy at the next step is also set zero.) In this case, the heat flux across the sea ice bottom, Qjp, is
adjusted so that the enthalpy reaches the upper limit value at the end of the time step (Af),

_ PI (emax — €™)

Oso Ar

+ (0 — ASWic)an, (17.87)
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Qso is used instead of a,,Qjp as the sensible heat flux at the ice-ocean interface (17.256).
According to the above decreases of v, and v, fluxes between the sea ice and ocean are increased as follows.

AWRosnow =Avsps/(poAt) (17.88)
AWRoice =Avnpr[(poAt) (17.89)
AQro =AvspsLF [At, (17.90)

where AQ;p means ocean heat used to melt snow. Assuming that seawater with a freezing temperature of Tj, has been
formed, the temperature transport to the ocean is given by

Ffhy =Ty Y Avy. (17.91)

17.2.4 Formation of new sea ice

In addition to the vertical one-dimensional process of heat, sea ice is also formed by iceberg runoff and supercooling of
seawater. This results in new ice formation in open water and open leads, which will be distributed to a category of sea
ice (Sec. 17.3.2), as well as increase of sea ice in existing categories.

a. Input of iceberg

2

Input of iceberg (Fjp,) is given as a sea-water volume flux per unit area (m® m~2 57!, negative values indicate input), and

distributed in proportion to a,,. The increase of sea ice for existing category n is
Av, = —Z—jFibrganAt, Aen = Avngn. (17.92)
The new ice formation in open water and open leads is based on ag of (17.18),
Avg = —% g0, Aeg = AvoEs(Tyz, ST'%), (17.93)

where Tj, = mS,, is the freezing point of ocean (Sec. 14.7.2).
If the variable sea ice salinity option is used (v5.1), the change of salinity is

AS, = AvgST or Av,SYE. (17.94)

Considering that the salinity in the formed sea ice is supplied from the ocean, an upward salinity flux of F' 1So [m psus~!]
is given to the surface of the ocean model (that is, salinity reduction in ocean):

PI
F3 = § AS, (n). (17.95)
10 po £
If the salinity of the formed sea ice is assumed constant at S;brg (v5.0),

F = —FipeSTS. (17.96)

b. From sea water with temperature below the freezing point

Sea ice is formed when sea surface temperature is below the freezing point. In this model, this process is considered as
follows. If the temperature of the first layer of the ocean model, 7, , is below the freezing point as a function of salinitym,
Tj-, the temperature is set to the freezing point, and the heat needed to raise the temperature is regarded as the release of
latent heat and is used to form new ice. Therefore, the thickness of the new ice (Ahj) can be computed by assuming that
the total thermal energy of the first layer of the ocean model (which has the layer thickness of Az 1 ) is conserved before
and after the sea ice formation:

poAZ%E(Tw, 1= poAZ% [CpnTw] = p1Ahr Es(Tice, S7) + po(AZ% - prAh; /Po)(cpaj}’rz) (17.97)
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where E is sea ice enthalpy per unit mass (17.7), and Tjc. is the temperature of the newly formed sea ice. For Tice, T1(n) is
used if sea ice exists for category n, while Tp, in open leads and Tf, in open water. (In v5.1, Ty, is used in both of open
leads and open water.) Using the above equation, we compute the thickness of the new ice:

p"AZ% Cpo(]}rz -Tw)
PI (]}rcho — Es(Tice, S1)) .
(The values at the m time step are used for all the state variables.)

Based on the sea ice growth, increase of sea ice volume during one time step is evaluated for each of the open water and
leads and the sea ice bottom. First, in open water and leads,

Ahy = (17.98)

Avo = Ahag,  Aeg = AvoEs(Tye, ST, (17.99)
where Sj;rzl is salinity of the newly formed sea ice (a constant value). Sea ice increase for the existing category-n sea ice is
Av,, = Ahjay, Ae, = Avyqy. (17.100)

If the variable sea ice salinity option is used (v5.1), the change of salinity is

AS, = AvgST or Av, ST (17.101)

The salinity of the formed sea ice, SfIer, is determined by the growth rate of the sea ice (Cox and Week, 1978).

The freshwater flux between the ocean and sea ice due to the sea ice formation is given by

/At. (17.102)

o

Nc
1
Wer = 'Z— (AV() + Z Avy,

n=1

The water transported from the ocean to the sea ice is assumed to have the sea surface (first level) temperature, 7, , and
then

Nc
Fl =Ty, Z Av,,. (17.103)
n=0

Note that sea surface temperature, T,,, and sea surface salinity, S,,, are rewritten in the process. (In v5.1, instead of
modifying 7,, and S, , temperature and salinity fluxes to the ocean are used.)

Note that this operation practically eliminates super-cooling in the ocean interior. Hence, the formation of frazil ice is
not considered in this model.

17.2.5 Ice-ocean interface

Melting and freezing at the ice-ocean interface is computed using heat fluxes at the interface as depicted in Figure 17.2.
The solution method slightly differs from that of Mellor and Kantha (1989). In this section, we first list main relational
equations between state variables and fluxes. Then, the bulk coefficients, skin layer salinity and temperature, and heat
fluxes are derived, and, based on them, sea ice change and fluxes to the ocean are evaluated. The ice-covered area and the
open leads are treated separately, while this process does not work in open water.

Basic relations

In the ice-covered area, the heat flux on the ice side of the ice-ocean interface (Qjp) has been already computed according
to (17.81). In open leads, the heat flux on the air side of the air-ocean interface (Q40) has also been computed as in Chapter
14,

Q4 = Qs0(Tyw) + Qro(Tw) — (1 = @p)SW — LW + €,0 (T, +273.15)". (17.104)

All the heat and fresh water fluxes are evaluated using the temperature and salinity at the first level of the ocean model (7;,,
and S,,). By doing so, the equation to compute melting and freezing rates becomes linear. Here, shortwave radiation is
assumed to pass through the skin layer without absorption and is excluded from the evaluation of the freezing rate in open
water:

Oa0 = 0so + 0o — LW + €,0°(T,, +273.15)%. (17.105)

This operation causes the shortwave radiation to be absorbed in the ocean interior. In reality, the heat stored in the skin
layer in open water is used to melt ice laterally (edge melting), and its details are described in a later part of this section.
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Melting and freezing represented by W;p and Wy occur owing to the imbalance between fluxes above (Q;0, Q40) and
below (Fr,, Fr, ) the interface:

Fr, =Q10 — WiopoLo, (n), (17.106)
FTL =Qu0 — WAOP()L()Ls (17.107)

where L,, (n) and L,,, are amounts of energy [J / kg] required to form unit mass of sea ice,

Lo, (n) =[E(Tw, 1) = gn(n)], (17.108)

Loy =[E(Ty, 1) = Es(To,., S|, (17.109)

where S’IM is salinity of sea ice formed in open leads, and 7~"0L is the ice skin temperature calculated for open leads at the

Brevious time step. (In v5.1, the ocean freezing temperature, Ty, = mS,,, is used instead of the somewhat virtual value
To,. )

Following the formulation adopted by Mellor and Kantha (1989), we introduce skin layer temperature and salinity (7o, ,
To, . So,, and Sp, ) to solve for Wjp and Wy, and thus Fr, and Fr,. To incorporate skin layer salinity in the system
of equations, we consider the problem in terms of virtual salt flux, in which the effect of freshwater flux on salinity is
considered in terms of salt flux by keeping the water volume. The flux balance for salt below the interface is written as
follows:

Fs, =Wio(S; = Sw), (17.110)
Fs;, =Wao(Sta — Sw). (17.111)

Here, unlike Mellor and Kantha (1989), S,, is used instead of the salinity at the skin layer (So,, So, ). By doing so, the
equations to solve for So, and S, become linear as shown below. It could also be said that it is natural to use the first
level salinity itself in evaluating the salt flux that drives the first level of the ocean model. Note that only fresh water fluxes
that are relevant to freezing and melting at the ice-ocean interface are included in the above equations. The restoration to
climatological salinity and fresh water fluxes caused by surface melting, precipitation, and evaporation are excluded in the
above balance.

Fluxes on the oceanic side of the interface (Fr,, Fr, , Fs,, and Fs, ) can also be obtained as the boundary conditions
(z — 0) for the molecular boundary layer:

Fr; [(poCpo) = = Cr,(To; = T), (17.112)
FTL/(pOCPO) = _CTZ(TOL _TW)» (17113)
and
Fs, = = Cs_(So, = Sw), (17.114)
Fs, = — Cs.(So0, — Sw). (17.115)

The coefficients, Cr, and Cs_, will be explained in detail in the next section.
The above equations are solved simultaneously to obtain melting and freezing at the upper surface of the ocean under
the following constraints:
T()I = mSOI and TOL = mS()L, (17116)

where m defines the freezing line as a function of salinity.

Bulk coefficients in the ice bottom boundary layer

Before solving the above system of equations, the bulk coefficients, Cr, and Cs_, must be determined. The temperature
coefficient, Cr_, is

Cr = s
= (Puk~"In(~z/z0) + Br)

17.117)

“1/2 . . . . , )
ur = (15 + leoy)l/4po /2 is the friction velocity, k = 0.4 is von Karman’s constant, zo is the roughness parameter,

(T10,.» Tloy) is the stress vector at the ocean-ice interface, and
Zous \1/2
Br = b(ﬁ) pr23, (17.118)
v
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with Pr = v/a, = 12.9. The specific values for other parameters are given in Section 17.1.6.
Parameters related to salinity are given by

Ur

Cs. = , 17.119)
%7 (Pak Tin(—z/20) + Bs) (
and "
Bs =b(2T) s, (17.120)
v
where Sc = v/a;, = 2432.
Following Mellor and Kantha (1989), roughness parameter zq is computed as follows:
Inzp = Alnzp, + (1 — A)Inz,, (17.121)
where .
20, =0.05——,  hpjm =3.0m, (17.122)
Ilim
and )
20, = 0.016 22 = (17.123)

Pa 8

However, the roughness parameter below ice (17.122) is also used for open water (zo, ) in MRI.COM.

Ice-bottom boundary flux based on skin salinity and temperature

Using the obtained bulk coefficients, the five unknown variables, Wjo, Fr,, Fs,,To, and Sp, are solved under the five
equations, (17.106), (17.110), (17.112), (17.114) and (17.116), for the ice-covered area. Also for open leads, the equation
system is solved in the same way. Specifically, we first solve the skin layer salinity Sp, (ice-covered area) and Sy, (open
leads) using (17.106), (17.110), (17.112), (17.114), (17.107), (17.111), (17.113), and (17.115):

CSZSW + (ponOCTZTw - QIO)(SI - Sw)/poLo
CSZ +p0Cp0CTZm(SI = Sw)/poLo

_ Cs. 8w+ (poCpoCr. T — Q40) (Strzt = S)/poLo

- CSZ +p0Cp0Csz(Sfrzl =Sw)/poLo

However, the upper and lower limits are set as Sy < So, < Smax and Sgr; < So, < Smax, in order to avoid deviation from
the domain due to rounding error etc. (In v5.1, since So, is used only here, the upper and lower limits are not set according
to the original paper.) Using So, and So, , Ty, and Ty, are computed from (17.116), and then, Fr, and Fr, are computed
from (17.112) and (17.113).

Here, the meaning of the skin salinity, So, or So, , is explained in detail. In this scheme, the salinity flux between ocean
and sea ice is treated as a "virtual salinity flux". In other words, decrease in ocean salinity due to sea ice melting is treated
as an upward salinity outflow across the sea surface boundary for the ocean model, and increase in ocean salinity due to
freezing (brine discharge) is treated as a downward inflow. To represent them in (17.114) and (17.115), the skin salinity,
So, or Sp, , are virtually set. (Therefore, impossible values such as negative values are acceptable.) That is, the skin salinity
is a "virtual boundary condition" for obtaining the salinity flux in the ocean model, and has no substance. Similarly, the
skin temperature is also a virtual boundary value.

So, =

, (17.124)

So, (17.125)

Sea ice change
In the ice-covered area, the difference between the heat flux inside the sea ice, Qjp, and that in the ice-bottom boundary
layer, Fr,, is the amount of enthalpy used to melt sea ice or freeze sea water, Ae.

1
Ae = —(Fr, — Qro)anAt. (17.126)
PI

Meanwhile, the amount of enthalpy required to melt all sea ice and transform it into sea water with a temperature of 7,
Aepax, 1s given by
Aepar = Vi (E(Tw, 1) — gn(n)) = CpoTwvn — en, (17.127)

where subscripts n designate the thickness category. Using these two amounts, the sea ice change during one time step
such as Av,,, Av, Ae, and Aa,, can be determined.
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If Ae < 0, sea water freezes, and

Ae Ae gn(n)
Avy=——=-—""———— Avg =0, Ae,, = Av (n)=Ae———————,
" Lo, CpoTw —gn(n) ndn qn(n) — CpoTw

If 0 < Ae < Aeax, part of sea ice melts. Assuming that it melts into sea water with a temperature of T,,, Av,, and Ae,, are

Ae Qn(n)
I ———— Ae,, = Av n)=Ae——————.
CpoTw —{qn (n) " nQn( ) qn(n) - CpoTw

In this case, reduction of the ice fraction is allowed by "edge melting" as follows. When decrease of sea ice thickness is
written as Ah, a part of it, WAh, is assumed to be a loss caused by decrease in ice fraction, Aa,. When the original sea ice
thickness is written as A, the following relationship holds

Aa, =0, (17.128)

Av, = (17.129)

YAha, = (h—- (1 -¥)Ah)Aa,,. (17.130)
This becomes
Av,
Y 17.131
T = (1 —W)An, ( )
Aa, =ca,. (17.132)
As snow on the reduced ice fraction melts,
Aa,
Avg = 222y = ¢y, (17.133)
an

There seems to be no widely accepted parameterization scheme for edge melting. According to Steele (1992), bottom and
top melting are dominant processes, and thus ¥ ~ 0.0 — 0.1 is usually used in MRI.COM.
Finally, if Ae > Ae,qy, all sea ice and snow melt:

Av, = —v,, Avg = —vy, Ae, = —e,, Aa, = —a,. (17.134)

In this case, the remaining heat of Ae is added to the heat flux to the ocean. Thus, a, Fr, is re-evaluated and given to the
ocean.

A
anFr; = anQro + —42tL (17.135)
In open leads, the amount of enthalpy used for freezing on the sea surface, Ae, is
1
Ae = —(Fr, — Qao)aoAt. (17.136)
PI

If Ae < 0, frazil ice is formed in open leads. The volume of the newly-created ice, Avgry,il_air, and its enthalpy, Aefrazil air,
are )
Es(Tf-, Sj;rz )

- ,
Es(Tj, S1™) = CpoTiw

Ae
Lo,’

Aefrazilfair = AVfraziLairES(Tfrz, Sj;rd) =Ae (17.137)

AVfrazi]fair =

where Lo, is given by (17.109), assuming that sea ice with a temperature of Tp, (T in v5.1) and with a salinity of SJ;rZZ is
formed. Note that Avgrazi air is in the range of [0., Hy, ], and that Aegry,i1 air is negative. If Ae > 0, frazil ice is not formed,
and the heat flux at the top of the sea surface is used for the heat flux to the ocean instead of (17.113),

Fr, =Qao0. (17.138)
Fluxes to ocean

At the end of this chapter, we summarize the water and heat fluxes to the ocean due to the sea ice changes. The water flux
associated with the freezing and melting, Wo, is

Wo = aoWso + 3 antWio = ~=0 (Avfmﬂ_air £y Avn) , (17.139)
n o n
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using the volume of seawater as a unit. The freshwater flux due to melting of piled snow is

WRosnow = ,D',[,)SAI (; Avs) . (17.140)

where Wrosnow 18 added to (17. 73) calculated in Sec. 17.2.1. For the temperature transport (positive upward), F,

btm _frz
associated with freezing and F htm mer @ssociated with thawing are calculated separately, though they will be added up

later. Assuming seawater with a temperature of SST, T,,, for increase and decrease, (Even in the case of melting, sea ice
is transformed into seawater with a temperature of 7, as in (17.129) )

btm_frz =T, Z Avy (Av, > 0) (17.141)

btm _melt — T, Z Avp (Avn < 0) (17.142)

The heat flux that drives the first level of the ocean model, Fr, is given by combining those in open leads and ice-covered
areas:

Fr = aoFr, + Z(anFTI). (17.143)

Since ocean’s heat is used to melt snow, the (upward) latent heat flux from the ocean, Q. is

L
QLo = —p‘AtF Zn:(Avs). (17.144)

17.3 Remapping in thickness space

17.3.1 Re-categorization

After the thermodynamic processes are solved, the resultant ice thickness in some thickness categories might not be within
the specified bound. Following the method adopted by CICE (Sec.3.2), we assume that there is a thickness distribution
function in each category and use it to redistribute the new thickness distribution into original categories.

This procedure corresponds to the first term on the r.h.s. of (17.1):

dg 9
a5 = an8) (17.145)

In practice, a thickness category is regarded as a Lagrange particle, and the category boundaries are displaced as a
result of thermodynamics. A linear thickness distribution function is assumed within each displaced category, and ice is
remapped into the original categories using these functions.

First, boundaries of thickness categories are displaced. If the ice thickness in category n (hy ,) changes from h'f’n to

h}";l (m is the time step index), the growth rate (f;,) at thickness A} is represented as

fo =N =R /A for n=1,2,- n. (17.146)
Jo = (AVirazil_sea + AVirazil_air) /(a0A?). (17.147)

(fo = Oby definition) Using this, the growth rate (F},) at the upper category boundary H,, is obtained by linear interpolation:

——h’"

Fu= fu+ (fas1 = fu)  forn=1,2,--+ ,n. — 1. (17.148)
I,n+1

Note that, if the fractional area is zero in either category n or n + 1, F), is set to the growth rate at the non-zero category,
Jfn or fui11. When the fractional area is zero on both categories, F,, = 0. The lowest boundary, Fy, is given by

ﬁ) lffo >0
Fo=4fi iffo=0and f <O (17.149)
0 iffy=0and f; > 0.
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17.3 Remapping in thickness space

The new category boundary after thermodynamics is obtained as

H, =H, + F,At forn=1,2,---,n. -1, (17.150)

1

though H, is assumed to be in the range from h;”;] to hy'y L

linear extrapolation as

|- The boundary for the maximum category n., H,, , is set by

H,

=R 2(hy — Hy ) = 307 - 2H,, ). (17.151)
The lowest boundary is

Ho+ FoAr if Fp > 0ie. fo >0

HS:{ o+ FoAt if Fy > Oie. fo (17.152)

0 if Fp <0ie. fo =0.

Next, the thickness distribution function g within the displaced category [HZ_I, H}] is determined. First, tentatively,
the lower boundary height at the m + 1 step, Hy, is given by H_,, while the higher boundary height, Hg, is given by H,,.
Function g(%) should satisfy the following definitions for fractional area (a,, 17.2) and volume (v, 17.3):

Hgr
/ g(h)dh =ay, (17.153)
H,

L

Hg
/ hg(h)dh =vy, (17.154)
Hp
where £ is a continuous variable as explained in Sec. 17.1.2, and a,, and v,, in the right hand side are prognostic variables
at the m + 1 time step.

We adopt a linear function of thickness for g. The thickness space is transformed to n = h — H, and the thickness
distribution function is written as g = g7 + go. These are substituted into (17.153) and (17.154) to yield

2

n
317R + 80IR = dn, (17.155)
3 2
n n
g1?R+g07R =antn, (17.156)

where ng = Hgr — Hy, and n,, = hlm:’ll — Hy, and v, = hy na, is used. These are algebraically solved for go and g; as

6a, (2 a
20 :Tn(%—nn) = —;(4)7R—6r]n), (17.157)
U U
12an IR Aan
g1 =2 (1 = ) = 22 (120 - 61r). (17.158)
77R rlR

The distribution of g at the m + 1 time step can be determined by the above equation, but the following modifications
are required due to the constraint of g > 0. The values of the thickness distribution function at category boundaries are
given as follows:

6a, (2
g(n=0) =525 —g,). (17.159)
Mr
6a,
g =nr) = —z(nn - %R) (17.160)
MR

Equation (17.159) gives g(0) < 0 when the thickness is in the right third of the thickness range or 1, > 2ng /3. Equation
(17.160) gives g(nr) < 0 when the thickness is in the left third of the thickness range or 77,, < ng/3. Since a negative g is
physically impossible, we redefine the range of the thickness distribution function. Specifically, Hr and H;, are modified
as

H, =H* Hg =3h = 2H, | if B < HY | +nr/3

n-1°
H, =H'_,, Hg=H, if H | +nr/3 < h"' < H | +2nr/3 (17.161)
Hy =3h"™\ —2H,, Hg=H; if H: | +2ng/3 < Ry

The values of ng and n,, are calculated based on these Hy, and Hp, then the distribution of g(/) can be obtained through
(17.157) and (17.158). The conditions of H, | < Hr and Hg < H,, are satisfied.

-222 -



Chapter 17  Sea ice

Finally, we remap ice into the original categories using the above thickness distribution function. If Hg > H,, ice is
transferred from category n to n + 1. The transferred area Aa,, + and volume Av,, . are

H) =max(Hy, H,)

Hpg Hpg
Aay + =/ g(h)dh = / (g1h—gi1Hy + go)dh
. ,

’
n n

~(Hg - H') {%‘ (Hg + H, - 2H) +g0} (17.162)

and

HR HR
&vnee= [ gt = [ teih - g1t + goydh

n n

= (Hg - H)) {‘%‘ (2H,% +2HRH), +2H!* — 3HRHy - 3H;HL) + %0 (Hg + H,’l)} . (17.163)

If H;, < H,—1, ice is transferred from category n to n — 1. The transferred area Aa, — and volume Av,, _ are

H)_, =min(Hg, Hy_1)

H,_, H,_,
Aap,- =/ g(h)dh = / (g1h—g1Hy + go)dh
H H

L L

=(H_, - Hp) {%‘ (Hyy — He) + 0] (17.164)

and

H_, Hy_,
Av, - =/ hg(h)dh = / h(gi1h— g Hp + go)dh
H Hy,

L
g
6

However, no redistribution among categories occurs unless Aa,, and Av,, exceed thresholds, whether frozen or thawed.

Snow and thermal energy are also transferred in proportion to the transferred volume. For example, Avy, =
Ven (Avin [viy) for snow and Ae;y, = e, (Avi, /viy) for thermal energy.

As a special situation, consider the case where category 1 sea ice is melted (f; < 0) and ice is not created in open water
(fo = 0). Then, the lower boundary of category 1, H;, remains zero from (17.152), while its growth rate, Fy, is fi from
(17.149). This means that the fractional area of category 1 thinner than Ahy = —FyAt = —fiAt is added to open water
area. In this operation, volume and energy are invariant. The area to be added to open water is 1

= (M~ H) {2 (o) = H)_ L - HE ) + £ () + Hy)} . (17.165)

Ah() Ahﬂ
Aag :/0 g(h)dh = /0 (g1h—g1Hy +g0)dh

Ah
=Ahyg {g1 (7‘) —HL) +g0}. (17.166)

The right boundary of the thickest category n. (H,, ) is a function of its mean thickness h,.. When h,,_ is given, H,,_
is computed as H,. = 3h,. —2H,__;. It is guaranteed that g(h) > O for H,,._1 < h < H,,_ and g(h) =0 for H,_ < h.

17.3.2 Categorization of sea ice newly formed in open water/lead

If the sum of Avfrazil sea ( Avo in (17.93) and (17.99) ) and Avirazi air in (17.137), Av, is bigger than zero, that is, if ice is
created in open water and leads, the new sea ice is distributed to the category to which the average height Ay applies.

Av =AVfrazil_sea + AVfrazil_air (17.167)
hnew =AV/ay. (17.168)

The sea ice volume Av is added to v,,, and the following Aa is moved from ag to a,.

Aa = min(ag, Av/hpin), (17.169)

1 Strictly speaking, it may be better to integrate g (h) in the range of [Hy., Ahg], instead of [0, Ahg].
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17.4 Dynamics

where Ay, = 0.1[m] is the minimum thickness of the newly-formed sea ice, and the value at the previous time is used
for ap. The thermal energy of Aefrazil sea ( Aeg in (17.93) and (17.99) ) and Aefrazil_air in (17.137) is also added to the
corresponding category,

Ae = Aefrazilfsea + AefralziLah“ (17.170)

On the other hand, the snow volume in each category does not change. !

17.4 Dynamics

17.4.1  Momentum equation for ice pack

The momentum equation for an ice pack with mass py Ahy is

0 1 O0h

p;—(Ah,u,) —p[Ah[fVI = —p1Ah1g—— + F#(O') + A(TA[X +T[0x), (17171)
ot I, O
0 1 0h

pIE(AhIVI) +prAhy fur = _PIAhIgE% + Fy (o) + A(Tar, +7i0,), (17.172)

where (17, vy) is the velocity vector, / is the sea surface height, (F,, Fy,) is the ice’s internal stress (which is a function
of internal stress tensor (o)), and T4 and 779 are stresses exerted by the atmosphere and ocean.

17.4.2 Stresses at top and bottom

The stress at the top is wind stress:
77; = CDAIpaan -y | [(Ua - ul) Cos ea +kXx (Ua - ul) sin 9(1]’ (17-173)

where Uy, is the surface wind vector, Cpyy is the bulk transfer coefficient between air and ice, p, is the density of air, and
0, is the angle between the wind vector and the ice drift vector, which is set to zero in MRI.COM, since 10-m wind is
generally similar in direction to the surface stress (Lepparanta, 2011).

Stress at the bottom is ocean stress:

716 = CpiopolUsw —u;|[(U,, —uy) cos 8, + k x (U,, —uy) sin6,], (17.174)

where U,, is the velocity of the first level of the ocean model, Cpjp is the bulk transfer coefficient between the ice and
ocean, p,, is the density of sea water, and 6,, is the angle between the ice drift vector and the surface velocity of the ocean.
The angle 6, is set to ¢z in the northern and —cz in the southern hemisphere, where z is the depth of the first layer (velocity
point) and c is a constant of 1° m~".

17.4.3 Internal stress

In a highly concentrated icepack, the effect of the internal stress is as large as the Coriolis effect and the surface stresses.
The expression of the internal stress is derived by regarding the ice as continuous media. The elastic-plastic-viscous (EVP)
model by Hunke and Dukowicz (1997, 2002) is adopted for the constitutive law (the relation between stress and strain
rate). The EVP model is a computationally efficient modification of the viscous-plastic (VP) model (Hibler, 1979). In the
VP model, the internal stress could be very large when the concentration is high and strain rate is near zero, which makes
the explicit integration infeasible. An alternative, the implicit method, is usually adopted, but it is not suitable for parallel
computing. The EVP model treats the ice as an elastic medium and a large local force is released by elastic waves, which
would be damped within the time scale of the wind forcing.
The constitutive law of the EVP model is

é%+%o—ﬁ+%@kaﬁ+§éﬁ —éj, Lj=12, (17.175)
where { and 7 are viscous parameters, P represents ice strength, and E is an elastic parameter (mimics Young’s modulus).
In the VP model, tendency terms are zero.

I The average snow depth can change due to change in area.
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The r.h.s. (&) is the strain rate tensor, expressed in Cartesian coordinates as:

= l(c')u” +6M1j)
11_2 6xj 6x,- '

The divergence, tension, and shear of the strain rate are defined as follows:
Dp = €11 +én, Dr =é11 —éxn, Ds=2n.
The equation for the stress tensor for o = 0711 + 09y and 0» = 011 — 077 is given by

1(90’1 g1 P

- +—+—=Dp,
E ot 20 20 P
160’2 (%)
242 -p

Ear 23 DT

19 1
1o on 1,
E o0t 2n 2

In generalized orthogonal coordinates, divergence, tension, and shear of the strain rate are expressed by

O(hyur)  O(huvy)

DD:h,,lhw[ ailul " a/:pw ]
h h

or = 5l = i g i)
h h

os =3t s i)+ i

The internal stress is obtained as the divergence of the internal stress tensor,

=l[i@ - Wi - i(hz(flz)]
#2bth, op hyhy, O hhy Oy " H ’
1,180, 1 0hpon) 2 4,

S = L (o).
[ 2[hl// 6w h,121h¢/ 8170 hph%p alu( IZ/O'IZ)]

The viscous parameters are obtained from the ice strength and velocity as follows:

[P
N
P

T=502A°

1 1/2
A=|D} + e—z(D% +D53)

The pressure (strength) of the ice is a function of ice concentration and thickness:

P =P'Ahjeexp[—c*(1-A)],

(17.176)

(17.177)

(17.178)

(17.179)

(17.180)

(17.181)

(17.182)

(17.183)

(17.184)

(17.185)

(17.186)
(17.187)

(17.188)

(17.189)

where P* is the scaling factor for pressure, c¢* is a parameter that defines the dependency on concentration, and e is the

axis ratio of the elliptic yield curve (e = 2).
The elastic parameter E is given by
_2E,piAhy

E
A2

min(Ax?, Ay?),

(17.190)

where E,, is a tuning factor that satisfies 0 < E, < 1, At, is the time step for ice dynamics, and Ax and Ay are the zonal

and meridional grid widths.
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17.5 Advection and Diffusion

17.4.4 Boundary conditions

Surface stresses on the ice are exerted for the fractional area of the ice within a grid cell. The ice concentration is multiplied
by the wind and ocean stresses.

For the stress on the ocean, the ice-ocean stress is exerted for the ice-covered area, and the wind stress is exerted for the
open water area:

oU oV A 1—A
V"( )|k:0 ( )(Ton,TAoy)- (17.191)

a0 a_ :__(TIOX,TIO,)+
aZ aZ Po Y o

Note that (710, T10,) is reversed in sign because it is defined by (17.174) as the stress on the ice.

17.4.5 Solution procedure

Given the surface wind vector and the surface velocity of the ocean needed to compute surface stresses, the momentum
equations ((17.171) and (17.172)) and the equations for stress tensors ((17.178), (17.179), and (17.180)) are solved.

First, the stress tensor is computed using the equations for stress tensors, the momentum equation is then solved using
the stress tensor. Basically, the implicit method is used for prognostic variables for each equation. For example, stress

tensor o is solved for 0.1m+l as follows:

1 O.{n+1 _ O.lm O.;ﬂ+1 P

+ +—
E At 20m T 2gm

=D, (17.192)

Note that strain rate tensors and viscous parameters are updated every time step using a new velocity.

The momentum equations are solved using o+ above:
;’Hl ~ u;n +1 1 dh +1
pIAhI—ZpIAhIfV;n —p[AhIg——+Fﬂ(0'm )+ATA1x (17.193)
At hy ou
+ ACparpolUy — 0} |[(Uy — u]*!) cos 8, — (Vo — v sin6,],
vm+1 _,m 1 dh
prAhL——L = — p; Ahy fult™ — prAhrg— —— + Fy (™) + Atay, (17.194)
At hlp o

+ACparpo|Uy — 0| [(Vyy — v 1) cos 6, + (U, — u™!)siné,].

Note that the surface velocity of the ocean (U,,, V,, ) is constant during the integration. The starting time level of the ocean
model is used, n — 1 for the leap-frog time step, and n for the Matsuno scheme. For the leap-frog time step of the ocean

model,
716 = Cparpo UL — | [(US! —u*!) cos 6, + k x (U — w1y sing,]. (17.195)

The time step of the ice dynamics is limited by the phase speed of the elastic wave. To damp the elastic waves during
the sub-cycle, the ice dynamics is sub-cycled several tens of steps during one ocean model time step.

17.5 Advection and Diffusion

Fractional area (for both sea ice and open ocean), snow volume, ice volume, ice energy, and ice surface temperature
(optional; set f1g_advec_tskin = .true. inmod_seaice_cat.F90) of each category are advected. A multidimensional
positive definite advection transport algorithm (MPDATA; Smolarkiewicz, 1984) is used. For all quantities which are
advected, the harmonic-type diffusion can be applied to remove noises. In MRI.COM, advection and diffusion are solved
serially as follows.

The advection equation for a property (@) is given by

8_& N 1 0(hyua) N 0(hyva)
ot h”hw (9,u 6://

The specific representation for « is ag for open water fraction, a, for fractional area, v,, for ice volume per grid area, v,
for snow volume per grid area, and e,, for ice energy.

=0. (17.196)
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In MPDATA, (17.196) is first solved to obtain a temporary value (¢*) using the upstream scheme with a mid-point
velocity between time levels n and n + 1. Using this temporary value, an anti-diffusive velocity is computed as

g =2 [ 4 e v t?) 2Lyt oot 22

_ %Atum% (%"‘Lé . g_;’”é) ’ 110
ot = [% (174 1y = arrm)2) S Zamryd %ix}

B %A”M% (%Mé * g—;’”;) : (17.198)

This velocity is used to compute a new value using the upstream scheme. See Section 17.13.1 for the discretized form.
Since MPDATA is positive definite, the new area and thickness should be positive. If the sum of the fractional area
exceeds one, the ridging scheme will adjust the fractional area. Since energy is negative definite, the sign is reversed just
before advection and returned to a negative value after the advection.
Next, the diffusion equation is solved for the distribution modified by advection. The specific form of the harmonic-type
diffusion is represented as follows:

da 1 {(9 (hl/,KH 6a)+ 0 (h,,KH Ba)}

At hyhy \ou\ b, ou) oy \ h, oy

_ _h,,lhw {aﬁl N aaz;g} (17.199)
Fo = —h‘z';H Z—Z (17.200)
Fo = —h’]‘;” Z—Z, (17.201)

where kg is the horizontal diffusion coefficients (required parameter, diff_seaice_m2ps). The diffusion term is advanced
in time using the flux form (17.199), which are calculated for @ modified by advection. If the diffusion CFL condition is
met, the diffusion acts to smooth the input distribution, so that the output value does not deviate from the domain of the
input value. See Section 17.13.2 for the discretized form. (Though MPDATA is positive difinite, it may take a negative
value due to a numerical error. If a,, becomes negative, state variables are modified considering that there is no sea ice in
the category (a, = 0).

17.6 Ridging

As aresult of advection, the sum of the fractional area might exceed one, especially where the velocity field is convergent.
In such a case, it is assumed that ridging occurs among ice to yield a sum equal to or less than one. Even if the sum is less
than one, ridging or rafting might occur where the concentration is high.

The ridging scheme of MRI.COM follows that of CICE (originally based on Thorndike et al. (1975)), which is briefly
summarized in this section. In this scheme, the change rate in ice area fraction due to ridging (total of the categories) is
determined by the strain calculated in the dynamics scheme. This scheme decides how to distribute the amount of change
to each category, and redistributes the main variables of each category (i.e. ag, a,, vy, Vs and e,) based on it.

First, in preparation for the scheme, we define the cumulative function G (%) of ice area fraction:

h
G(h) = / g(h)dn', (17.202)
0

and G (h) indicates the area of ice thinner than 4 including open water fraction (ag). The boundary value for the discrete
category, G, is given by

(17.203)

G(H,) forn>1
G, =
aop forn=0

The property G, is the area fraction summed from category O to n. As a result of advection, A +ag = Z:/:"O a, = 1isnot
guaranteed, so MRL.COM adjusts it so that G, = 1.
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17.6 Ridging

First, we determine a fractional area that undergoes ridging: ap(h) = b(h)g(h). The weighting function b (%) is chosen
such that the ridging occurs for thin ice:

2 G(h)

b(h) = E( G*
0 otherwise

) G <G (17.204)

where G (h) is the area fraction of ice thinner than /4 and G* is an empirical constant with G* = 0.15. The participation
function for category n (ap, ) is obtained by integrating a p (h) for a range [H,_1, H,] as

Hy 2 Gn1+Gy
ap, = /H b(Mg(h)dh = = (G - Gn_l)(l - T) (17.205)

n-1

where dG = gdh is used. The property ap, is the fractional contribution from the category n among the total area of ice
subject to ridging. This equation is used for the category that satisfies G,, < G*. If G,_1 < G* < G,,, then G is replaced
by G,. If G,—1 > G*, thenap, = 0. If the fractional area of open leads exceeds G* (ap > G*), then ridging does not occur.
In (17.205), ap, is open leads’ allocation of the ridging effect, and means closing of open leads due to flow convergence,

2
G*

Go
ap, = Go(l - 2G*)' (17.206)
Opening due to ridging will be discussed later.

Ridging occurs such that the total area is reduced while conserving ice volume and energy. It is assumed that ice of
thickness #,, is homogeneously distributed between Hy,iy, = 2k, and Hy.x = 2VH*h,, after ridging, where H* = 30 m (as
a default). The thickness ratio before and after the ridging is k,, = (Hmin + Hmax)/(2h,). Therefore, when an area of
category n is reduced by ridging at a rate r,,, the area of thicker categories is increased by r,, /k;,.

Among the new ridges, the fractional area that is distributed in category m is:

ares Hr -Hp

arca

s (17.207)
f H, max — Hin

where Hy, = max(H,;—1, Hyin) and Hg = min(H,,,, Hpax). The fractional volume that is distributed in category m is:
fvol — (HR)2 - (HL)2 .
" (Hmax)2 - (I—Imin)2

The snow volume and ice energy are distributed by the same ratio as the ice volume.
The net area lost by ridging and open water closing is assumed to be a function of the strain rates. The net rate of area
loss of the ice pack (Rpe) [unit: 1/s] is given by

(17.208)

C
Riet = TS(A— |Dpl) — min(Dp, 0), (17.209)

where C; is the fraction of shear dissipation energy that contributes to ridge building (0.5 is used in MRI.COM), Dp is
1/
the divergence, and A = | D%, + L (D% + Dé)] . These strain rates are computed by the dynamics scheme.

The total rate of area loss due to ridging, Rt = ZnN:"O 'n, 1s related to the net rate as follows:

N
T'n
Rnet=r0+z rn— — =[ap0+
n=1 kn

where, ro indicates convergence or divergence of the open leads fraction, ag. Since Ry is computed from (17.209), Ry
is computed from (17.210).

Based on the above discussion, the amounts of change due to ridging during the time step interval, A¢, is calculated.
The decrease of area fraction for category n, ayt, is given by

N 1
aPn(l - —)]Rm, (17.210)
n=1 ' kn

ay =ryAt = ap, RiotAt (n=0~ N,). (17.211)
Taking into account the area reduction due to ridging (1/k,), the area fraction transfer from category n to m, Aa, m, is

n
Adpm = fE25L (m=1~Nen=1~m). (17.212)

m kn

—228 -



Chapter 17  Sea ice

Note that transfers between the same category (a,,,,,,) can also exist. Similarly, the sea ice volume transfer, Av,, ,,, the

snow volume transfer, Av , n, and the enthalpy transfer, Ae,, ,,, are

cn =ay lay

vol _n vol
Avim =fp arhi = fr Cnvn

_gvol _n _ gvol
AVsnm =fm ayhs = fo cnvs

1 1
Aen,m = r\r/lo a:l(en/an) = fr‘r,lo Cnén.

(17.213)
(17.214)
(17.215)
(17.216)

Redistribution by ridging is calculated by the combination of the above transfer amounts. The area fraction decrease for

category n(= 1 ~ N.), Aa", and the increase for category m(= 1 ~ N.), Aa’", are

n __n
Aa” =a

m
Aa' = Z Aap m.
n=1

The area fraction decrease of open leads, Ad?, and the increase, Aa(l, are

0 __0
AaZ” =a,

Aa® =R At.

In response to area fraction change, the decreases of v,, v, and e,, for category n, Av”, Avi_ and Ae” are

Ne
n ZAvn,m forn < N. -1

(17.217)

(17.218)

(17.219)
(17.220)

(17.221)

(17.222)

(17.223)

(17.224)

(17.225)

(17.226)

AV =4 &
m=n
0 forn =N,
Ne
Avg forn < N, -1
n _ Z s,n,m — c
AVS— | m=n
0 forn = N,
Ne
Ae forn < N. -1
0 ) D, Aenm forn <N
Ae” = ~
0 forn =N,
Note that treatment at n = N, is different from a,,. Similarly, the increases of v,, v and e, for category m, AvY', AvY, and
Ae’l' are
m
ZAvn,m form < N, — 1
m_ n=1
AV = Nocl
Z Avp,, form =N,
n=1
m
Z Avspm form <N, -1
n=1
AV, = Nyt
Z Avgpm form =N,
n=1
m
Z Aen,, form < N. -1
m _ n=1
AV = Nocl
Z Aey;m form =N,
n=1
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17.7 Transformation from snow to sea ice (slush ice formation)

if hyw > h

h sea surface snow Ihs"ew
s -\ N\
T & change(p &h) 1 A
! JtShsulT 9 (p, Sh) % slush ice :i h
T con ico * sea water g avr a2 il

! h,, (p, 6h,)
h| hlnew

seaice
~N p I A 4 A 4

Figurel7.6 A diagram of the modeled process in which the drafted part of the piled snow changes to sea ice (slush).

The notation of the loop is different for addition and subtraction, but it can be integrated in the same loop. Using these,
the state variables after redistribution by ridging, ah™, vicV, vi®" and e} are

ay” =a, — Aa" + Ad’} (n=0~N,) (17.227)
vatW =, — AV + AVY (n=1~N,) (17.228)
VIV AV AVE, (=1~ N,) (17.229)
enV =e, — Ae" + Ael! (n=1~N,) (17.230)

(Note that the category notation for incease is changed from m to n.)
In practice, we require that a)! < a, to avoid negative area fraction. If A + ag > 1 after ridging, Ry is adjusted to yield
A + ap = 1, and the ridging procedure is repeated.

17.7 Transformation from snow to sea ice (slush ice formation)

When piled snow on sea ice is drafted, seawater permeates the drafted part and slush ice is formed. In the model, this
process is expressed as shown in Fig. 17.6, and slush ice formation is treated as increase in sea ice (an extension of Hunke
and Lipscomb (2006)). For the model stability, this process is calculated for each category after sea ice ridging. In this
section, the case of variable sea ice salinity is described first, and then the case of fixed salinity is explained.

First, whether or not piled snow has drafted is determined as follows. The draft depth of sea ice, h,,, satisfies the
following relation from the Archimedes’ principle, assuming an equilibrium state,

prhp +pshs = pohy,, (17.231)
thus
hy = &hs + p—lhl- (17.232)
Po Po

Using the values at the next time step, which have been calculated, &,, and h; are compared, and if 4,, > hy, that is,

hy > Lo Ply, (17.233)
Ps
it is judged that snow has drafted.
Next, as the thickness of the piled snow that changes to slush ice is written as 6/ and the thickness originated to sea
water as oh,,, the masses of the snow and sea water in the slush ice are ps6hg and p,dh,,, respectively. Then, the mass

ratio of sea water in the slush is
r'w = Po0hy [(pobhyw + psohs). (17.234)
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In the model, r,, is assumed as a constant value of 0.15 (Sturn and Masson, 2010). Since the sum of the decreased snow
mass and sea water mass is equal to the mass of the newly formed sea ice,

prohy = psdhs + podhy,, (17.235)

where the increased sea ice thickness is written by 6. Further, assuming that the buoyancy equilibrium is established
even after the transformation, the following relationship is obtained.

Po(hy +06hy) = pr(hy +6hy) + ps(hs — 6hy). (17.236)
Using the above three equations, dh;, dh and dh,, can be obtained as

:pshs - (po - pl)hl

Shy (17.237)
Po —TwPI
PI
Ohs =(1 —ry)—0bhy, (17.238)
S
Shy =rv 2Lk (17.239)

o

In the model, the equations for the sea ice and snow volumes are derived by using the relations, vy = a, hy and v, = a,hy,
based on the above equations about one-dimensional heights. First, the draft judgment is

pg > Po—PL, (17.240)
Ps

After some deformation, the increase of sea ice volume, Av,,, the decrease of piled snow volume, Av,, and the increase of
integrated sea ice salinity (referred by (17.259)), AF S for each category are obtained

_ PsVs — (po - PI)Vn

Av,, =a,6h; = (17.241)
Po —FTwpPI
Avs =anbhy = (1= ) 2L Av,, (17.242)
Ps
AFS, =an%swahw = AV, Sy, (17.243)
I
where S, is sea surface salinity. Thus, salinity in the newly formed slush ice, Sy, is

S1=AFS /Ay =1y Sy (17.244)

Therefore, assuming that temperature of the slush ice is the freezing point, mSy, the increase of sea ice enthalpy, Ae,,, can
be given by
Aen =anE5(mS1,SI)6h1 = Es(mS],S[)AVn, (17245)

where Eg is given by (17.14). In slush ice formation, latent heat cooling is required for sea water with a temperature of T,
to freeze, but the latent heat can be considered to be released to the atmosphere rather than exchange with the ocean. This
is because the formation of slush ice under snow cover releases latent heat to the atmosphere through voids in the snow
cover.
The upper and lower limits of the snow volume change, Avy, are shown here. From (17.240), (17.241), (17.242),v,, > 0
and p, > py,
0<Avg < vy, (17.246)

Therefore, the modified snow volume, vy — Avg, must not be negative. Since Av,, > 0, sea ice must not decrease by this
process.
This process causes water transport between the ocean and sea ice models. The water volume transport, Wgy,sp, s

’
Wtush = ; anpdhy, [At = ,0_: A_M; ; Avy, (17.247)
using the volume of seawater as a unit (positive upward). The temperature transport during a time step interval, Fﬁmh [°
Cm],is
Foush = % D (Twandhy) =Tyrw Y. Avy, (17.248)
1~ —
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17.8 Adjustment

where the sea ice volume is used as a unit to be consistent with other temperature transports. See (17.274) for the salinity
transport flux.

At the end of this section, the case where sea ice salinity is fixed as S; = 4.0 psu is explained (v5.0). First, r,, = 01is
used to consider only the change from piled snow to sea ice. The change amounts, (17.241), (17.242) and (17.245), can
be used without modification. However, salinity is fixed so that

AF3, . = SiAv,. (17.249)

Salinity in slush ice must be compensated from the first layer of the ocean model:

: Av,(p1/po) .

gnew _ Sold -S
Az

(17.250)

17.8 Adjustment

As the final procedure in each time step, the following adjustment is applied to the sea ice distribution.

* If the thickness of sea ice of some category is out of its category bounds, the sea ice in that category is moved to

the appropriate category.

If the thickness of sea ice in category 1 is less than 0.1 meter, the thickness is set to 0.1 meter and the area fraction

is adjusted accordingly.

« If the fractional area that sea ice occupies is too small, the sea ice of that category is forcibly melted (See Table
17.10).

* If sea ice temperature is above the freezing point, it melts.

* Ifice area fraction is outside the definition range, the fraction is corrected to recalculate diagnostic variables (Section
17.1.5)

L]

17.9 Fluxes from sea ice to ocean

The processes of exchanging physical quantities between the sea ice and ocean models can be roughly classified into two

types, except for momentum. One is exchanges accompanied with water transport (mainly, melting and freezing of sea

ice), by which water volume (I), temperature (F' 19) and salinity (F IS ) are transported (Section 14.6.2). The other is heat

flux (FT') and salinity flux (F fo) without water transport. Fluxes generated by various processes in the sea ice model are

merged to the above five fluxes at the end of the sea ice model procedure, and they are handed over to the ocean model.
The fresh water transport, I, is

I = Wgg +Wo + Wroice + Wadjust + Wsiush + Wrosnows (17251)

where Wrg is given by (17.102), Wy by (17.139), Wgoice by (17.72) and (17.89), Wrosnow by (17.73) and (17.140), and
Wiiush by (17.247) (see Fig. 17.3). The water flux W, is due to the adjustment process of Sec. 17.8, which melts small
sea ice below threshold.

The temperature transport, F?, is expressed by the sum of two components, the upward transport from ocean to sea ice,

F Ii , and the downward transport from sea ice to ocean, F 0 as follows
P Idown
FIO :Fleup + Fledown’ (17252)
0 _p0 0 0
FIMP _Ff"ZI + Fbtmjrz + Fslush (17.253)
0 0 0 0 0
Fldown :Flop + Fintr + Fbtm_melt + Fadjuxt’ (17254)

where F,‘Zp is given by (17.74), Fiﬁtr by (17.91), Ffle by (17.103), F,f;mﬁz by (17.141), Fb‘gtm_meh by (17.142), and Fgmh
by (17.248). Note that the right hand side is all calculated by the sea ice volume. When passed to the ocean model, it is
converted to sea water volume by multiplying by p; /p,.

The salinity transport, F?, is

F}S = (WFR + WO + WROice + Wadjust)Sl . (17255)

In v5.0, the sea water exchanged with ice is assumed to have a constant salinity (S; = 4.0 pss). Note that the temperature
and salinity transports by snow melting, Wrognow, are always zero because snow is assumed to be 0° C and 0 psu.
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The heat flux that is not involved in water exchange is
Fr = Qs0+Quo + (1= AYFr, + ) anFr, + Fugjus, (17.256)

where Qg is the latent heat flux due to melting sea ice or snow (17.87). The flux Fr is handed over to the ocean model,
and added to the sea surface heat flux, Qorggg in (14.37).

The salinity flux without water transport is given by (17.95). This is added to the sea surface salinity flux of the ocean
model, (14.41).

Other impacts on the ocean model.

1. There is a salinity flux from the ocean to the sea ice in transformation from snow to sea ice, (17.250), but the model
treats it specially.

2. The rise in sea water temperature due to freezing of supercooled sea water (Sec. 17.2.3) is also treated specially,
and converted to the heat flux in the ocean model (Sec. 14.7.2).

In v5.1, they are treated in a unified manner as the above five fluxes between the sea ice and ocean models.

17.10 Variable salinity of sea ice (v5.1)

Sea ice salinity has been treated as a constant value of 4.0 psu, but an option to make it variable was introduced in v5.1.
This section describes the governing equation of sea ice salinity for this option.

17.10.1  Prognostic variable

The prognostic variable to be solved is sea ice salinity integrated for each category n per unit area, S, (1) [psu m® m™2].
Similar to the expression (17.3), it is defined by

H,

Syv(n) = / Sg(h)hdh. (17.257)
Hj,-y

In the following, we will not go into the details of salinity S changing spatially in sea ice, but directly consider the time

evolution of S, (n) as a total amount. When there is no sea ice for category n, i.e. a, =0, S, (n) is set zero, and S, (n) > 0

is alway satisfied. Salinity in snow is always zero.

17.10.2 The governing equation

The integrated salinity is governed by the following equation

ds, (n)

= Fs (1) + Farain(n) + Reemap (1) + A () + Rrigge () + FS, () + Fagjus (), (17.258)

where Fy is change due to sea ice melting and freezing, Fyqix is decrease due to desalination, Ryemap is transfer among
categories, A is advection and diffusion, and Rjgge is category redistribution by ridging. In addition, F smh is increase due
to slush ice formation (transformation of piled snow to sea ice), and Fagjust is increase or decrease due to other adjustments
(Sec. 17.8).
The forward difference is used for the time difference, then
ST (n) = S™(n) + AFs(n) + AFS

drain

(n) + ARremap(”) +AA(n) + ARridge(") + AF;?L,S;I(”) + AFadjust(n), (17.259)

where the terms with A are amounts of change during the time step from m to m + 1 (tendencies). In the following, how to
evaluate each term on the right hand side and solve the time evolution will be explained according to the seven calculation
steps.

First, AFg(n) is evaluated by decomposing it into the contributions of each process as follows.

AFs(n) = AFpe(n) + AFfrzlfbtm(”l) + AFfiz1_sea + AFconduct (1) + AFfrzLaip (17.260)

The term AFyei¢(n) is decrease due to melting at the sea ice surface (Sec. 17.2.1) and in the sea ice (Sec. 17.2.3),

AFpe(n) = %WRO (n)S™(n)a,At <0, (17.261)
1

ice
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17.10 Variable salinity of sea ice (v5.1)

where $™(n) indicates average salinity (S%'(n)/vi') for category n at the time step m. The factor po/p; is necessary to
convert the volume of seawater into the volume of sea ice. The term AFj; pun(n) is increase due to frazil ice formation
at the ice bottom (sea ice growth by ocean supercooling, i.e. sea water with a temperature below the freezing point,
Sec. 17.2.3), and AFf, sea is increase due to that in open water and open leads. They are given by Eqgs. (17.94) and
(17.101). The term AFonquct(n) indicates increase due to freezing or decrease due to melting at the ice bottom through
heat conduction,

BOWio0(m)So,antt — if Wio(n) > 0
1

AFconduct(n) = (17.262)

PO W0 (m)S™ (n)anht it Wio(n) < 0,
PI

where S, is the ice bottom skin salinity by the scheme of Mellor and Kantha (1989). The term AFf i 1S increase due
to frazil ice formation in open water and open leads,

AFfrzlfalir = AVfrazilfairs()[ s (17.263)

where AVfrazil_air 1S given by (17.137).
Second, the desalination, AF' [fr m.n(n), is decided (under development).
Thrid, increase or decrease due to the sea ice remapping, AR emap, is evaluated. Since the sea ice volume transfer among

categories is given by (17.163) and (17.165),
ARremap(n) = Avp_1 28" (n = 1) = Avy, 18" (n) + Avys -S'(n+ 1) = Av,, S’ (n), (17.264)

where average salinity for category n, S”(n), includes the effects of AFs and AF Lfr 4in (1) at this time step, that is,

S (n) = (s’v"(n) + AFs + Aijm(n)) Vs (17.265)

(The volume v,, has already been modified to reflect the thermodynamic process.) In addition, the sum of AFf, i and
AFi7)_sea 18 added to Sy, (n) of the corresponding category after Sec. 17.3.2.

Fourth, advection and diffusion are solved. We use the MPDATA scheme like any other sea ice variable, and update S,
itself as written in Sec. 17.13.1 instead of finding the advection-diffusion term, A. In the program, a provisional value is
obtained by

S7(n) = Sy (n) + AFs(n) + ARremap (1), (17.266)

and then
S (n) =87 (n) + AA (17.267)

is derived directly from the scheme.
Fifth, increase or decrease due to sea ice ridging, ARigge, is evaluated. As with any other variable, such as (17.215),
the transfer from category n to m, AS, ,, m, is

ASynm = folenSy (n). (17.268)
Using this,
Nc
AS" = ;Asv,n,m forn < N. -1 (17.269)
0 forn = N,

> ASyma  forn<Ne-1

m=1

A =1 (17.270)
D ASymn forn=Ne
m=1
ARiigge(n) == AS? _+AS",  (n=1~N,). (17.271)

Sixth, salinity increase due to slush ice formation, AF SSlush(n), is given by (17.243).
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Finally, regarding the values obtained from the above,
S (n) = SV (1) + ARsigge (1) + AFy (1) (17.272)

the adjustment term, AF,qjus¢ (1), is calculated following sea ice incease or decrease in Sec. 17.8. Then, salinity at the next
step, m + 1, is determined by
ST (n) = 87 (n) + AFagjust(n). (17.273)

17.10.3 Salinity transport between sea ice and ocean

In v5.0, where sea ice salinity is fixed, the temperature transport associated with water transport between sea ice and ocean,
F f in (14.33), and the salinity transport, F’ IS in (14.34), are obtained directly from components of the water transport,
I in (17.251), such as (17.255). In v5.1 or later, the transport calculation has been modified to allow variable sea ice
salinity. Sea ice has different salinity and freezing point at each grid and each category, so that salinity and temperature
fo the transported water due to ice forming or melting vary at each grid and each category. Therefore, the model has been
changed to calculate F' IS and F 16 for each process, as described below.

The salinity transport between ocean and sea ice during one time step, FS [psu m® m™2], is

FS =30 1{AFS(n) +AF; 0 (0) + AFS (n) + AFygus () } (17.274)

using the volume of sea ice as a unit. The positive values indicate transfer from ocean to sea ice (upward), while the
negative values the reverse direction (downward). Based on this, the salinity flux for the ocean, F} [psu cm?® cm™ s71], is
given by

F$ =10*(pr/po)FS | At (17.275)

where the factor p;/p, is a unit conversion from sea ice volume to sea water volume, and 107 is a unit conversion from
[m] to [cm].
The temperature transport, F?, is basically same as (17.252), though transport due to discharge of the brine water, F? drain®
is added
Fl=F' +F5 +F¢

Tup Idown drain*

(17.276)

17.10.4 Usage

See docs/README_namelist.md for use of this scheme.

17.11  Coupling with an atmospheric model

17.11.1 General features

In coupled mode (SCUPCGCM), the boundary between the atmospheric component and the ocean-ice component is at the
air-ice(snow) boundary. The fluxes above the air-ice boundary are computed by the atmospheric component and passed
to the ocean-ice component via the coupler Scup (Yoshimura and Yukimoto, 2008). All the information needed by
the oceanic component is received by calling cgcm_scup__get_a2o (cgcm_scup.F90) from ogcm__run (ogcm.FI90)
at the beginning of a coupling cycle. The information needed by the ice part is extracted by calling get_fluxi_a2o
(get_fluxs.F90) from iaflux (ice_flux.F90). The main part of the ice is solved using surface fluxes and ice surface
temperature from the atmospheric component.

In the atmospheric component, temperature in the atmospheric boundary layer and at the ice surface (7T3(tsfcin)) are
computed along with heat flux in snow layer (Qs = Q. (fheatu)) using ice temperature (77(t1licen)), snow thickness
(hg(hsnwn)), and ice thickness (h;(hicen)) given by the oceanic component (see Figure 17.2 and Table 17.1). The
properties needed by the atmospheric component are sent via cgcm_scup__put_o2a (cgcm_scup.F90) from ogcm__run
(ogcm.F90) at the end of a coupling cycle.

To conserve heat and water in the coupled atmosphere-ocean system, globally integrated heat and fresh water flux must
match between the atmospheric and oceanic components. To achieve this, surface fluxes are adjusted in several steps,
which are explained in the following.
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17.11 Coupling with an atmospheric model

17.11.2 Correct errors due to interpolation

First, to resolve errors that arise during the transformation process, a globally constant adjustment factor for heat flux q;rc'l“‘j“s
is introduced so that

ncat
[ (2 aian+ as)ds = os. (17.277
n=0

where a™ is the area fraction of sea ice for category n at the time of exchange, ¢, is the net heat flux for category n, and

am . is the net heat flux of the atmospheric model integrated over the ocean. The adjustment factor is given by

ncat
i = [ Qdcoan — / > altiquds]/Socem, (17.278)
n=0

where Socean 1 the global ocean area of the ocean model. qua‘jns is added to the net longwave radiation flux.

For fresh water, f;ﬁ;‘“s is introduced so that

ncat

[ (Dl s gmo s o0 s 150) s = Fty, (17.279)
n=0

where ai,?i is the area fraction of sea ice for category n at the time of exchange, f,;'* is the evaporation or sublimation for

category n, PP is the precipitation, and f™" is the continental run off, and FXT is the net fresh water of the atmospheric
model integrated over the ocean. The adjustment factor is given by

ncat

fi™ = [ Focom = / (Z ail £ " + o 4 f“’f)dS] /Soceans (17.280)

n=0

where Socean 15 the global ocean area of the ocean model. fa‘(ri;.‘“s is added to either precipitation or evaporation according
to its sign.
This operation is done at subroutine adjust_fluxes_global of get_fluxs.F90.

17.11.3 Taking into account of the evolution of sea ice state

Second, as the ocean-sea ice system evolves during a coupling cycle, the area fraction of sea ice changes from the one at
the time of data exchange. Therefore, the global integral would be different from the initial state. To resolve this difference,
another adjustment factor q%}’ is introduced so that

ncat ncat =
/ (Z aynqn + qiﬁ}’)ds = / > aliqads, (17.281)
n=0 n=0

is the evolved area fraction of sea ice for category n. The adjustment factor is given as follows:

ncat ncat
quﬁ) = [/ Z air?iqnds - / Z afzvoquds] /Socean- (17.282)
n=0 n=0

evo

where a,

In total, g + ¢°*° is added to the longwave radiation flux.
adj adj
LW LW trans
Qi = Gatmn + Qogi + qié}’ (17.283)
For fresh water, because evaporation or sublimation may be affected by the evolution of sea ice, f:dvj" is introduced so
that
ncat ncat
/ ( Z asvo £V 4 ;gf)ds - / Z aM £V s, (17.284)
n=0 n=0
where a$'° is the evolved area fraction of sea ice for category n. The adjustment factor is given as follows:

ncat

ncat
e =| / D afrrds - / D a5 0S|/ Socean (17.285)
n=0 n=0
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:53" is added to either evaporation or precipitation according to its sign.

This operation is done at subroutine adjust_fluxes_local of get_fluxs.F90.

17.11.4 Correct errors due to solution method

Third, discrepancies due to solution methods adopted at the air-ice interface (Section 17.2.1) are corrected. To ensure a
stable model integration, the ice surface temperature is set as an average of those of the atmospheric component and the
ocean-ice component. This new temperature 73 is used to replace the upward longwave flux of the adjusted heat flux
above the air-ice interface (q?éj) that contains the net longwave flux (qécvl}/). Because the longwave flux q’;c‘a./ contains the

upward flux due to 73" of the atmospheric model, qédv}/ is replaced with qéc‘a./ in the following manner,
duy = duy — €0 (T3 + e (T9)*. (17.286)

For the surface where snow or ice is melting, the amount of melting is calculated using q;‘({j that contains qﬂ‘j/ , the
discrepancy of the longwave radiation over melting surface should be stored for flux correction.
For the surface where melting does not occur, the interior flux (Qgs or Qp, they are equal), is obtained by equating
Al
9adj

qfé and Qg are not completely the same owing to the approximations used in the solution method explained in Section

and Qg. Qg is different than q‘:({j owing to the adjustment for the longwave radiation explained above. Furthermore,

17.2.1. This is not a serious problem for an ocean-only simulation. But this should be taken into account for the coupled
model where exact surface heat flux conservation is required. Thus the difference between the adjusted air-ice flux and the
interior flux, qz‘éj — Qg, should be stored.

To summarize, discrepancy of fluxes are stored in ggig in the following manner,

qaiti = g — Ao = qmgt (T5) = gt (T9), if surface is melting (17.287)
= q?éj - Qs, if surface is not melting. (17.288)

This is integrated over sea ice and divided by the oceanic area of the ocean model to give an offset factor q:g}b'e, which
is added to the oceanic surface heat flux globally,

ncat
qztde}ble = / Z an(qaift)ndS/Socean- (17.289)
n=1

Sampling is done at subroutine iaflux of ice_flux.FO0 and flux adjustment is done at subroutine si_exit of
mod_seaice_cat.F90.

17.12 Nesting

17.12.1 One-way nesting

In one-way nesting, it is recommended to set the boundary between coarse and fine resolution models (parent and child
respectively) along the line connecting tracer points. Setting velocity points as the boundary is awkward for several
reasons. For example, the velocity of the child model is zero at the boundary if sea ice of the parent model does not exist
around boundary. However, sea ice may exist inside the boundary in the child model in one-way nesting. Lacking the
transport removing sea ice from the child model through the boundary, sea ice may accumulate at tracer cells adjacent to
the boundary. A serious discontinuity may result. If tracer points are set as the boundary, this kind of accumulation will
not occur. However, conservation does not hold.

17.12.2 Two-way nesting

In two-way nesting, it is necessary to set velocity points as the boundary to impose global conservation including sea ice.
By reflecting the child model state to the parent model, the problem seen in one-way nesting, an inconsistent distribution of
sea ice around the boundary, may be avoided. However, owing to the application of the flux adjustment for conservation,
the positive definiteness of area fraction and volume of sea ice and snow, or negative definiteness of sea ice enthalpy are
not guaranteed after the advection equation is integrated.
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This problem is avoided by the following treatment on the transport fluxes. First, the child model flux is adjusted to
match the parent model flux (Chapter 22). Second, if the original flux calculated by the child model is going out of child
model’s main region, the flux received from the parent model is replaced by this outgoing flux. Third, the difference
between the outgoing flux and the parent model flux is sent to the parent model. Fourth, if the value just inside the
boundary of the child model is predicted to be negative, the boundary flux is adjusted so that the value does not get
negative (a certain amount of quantity is taken from the parent). The adjustment factor is sent to the parent model. Fifth,
in the parent model, the flux corrections received from the child model are summed over the corresponding parent grid
and added to the original flux of the parent model.

Another problem arises for the interior temperature of sea ice. Owing to the discrepancy between the thermal energy
and the volume of the ice pack after advection, the interior temperature of sea ice layer may get erroneous. Therefore, on
both sides of the parent-child boundary, interior temperature of sea ice is calculated as the average of the top and bottom
surfaces of the sea ice, T

i +
TladJ - 2 . 0 )

The difference between the predicted and adjusted ice energy is integrated along the parent-child boundary (I') as

(17.290)

ncat

Quifr = /Zmanhn [E™, 79 — E(Ty, r)]dS. (17.291)
r n=1

This is reflected as a correction factor for the ocean surface heat flux of each model, which is computed as
h
o™ = Quit/ Seotam: (17.292)

where S, is the area of the main region of the parent or child model.

17.13 Discretization

17.13.1 Advection (MPDATA)
In MPDATA, tracer (« in Figure 17.7) is updated following a three-step procedure.

a. A temporary value is computed using an upstream scheme.

The tracer fluxes at the side boundaries of a T-cell are:

Ay

Fela? ., a?, .,u" =lat (u",  +u" +al, (= |u” —

x\%, 0 %ig1, )0 i+%,j t,J( i+%,j | i+%,j|) 1+1,]( i+%,j I i+%,j|) 2 }
Fyla? ., at. V" = o OV + P D+t O =D Ax (17.293)

Y\TL T+l e L LN s i,j+% LN el i,j+% 2 ’
where

! 17.294
Uird j =5 \Mird jed T U] j-1 ) (17.294)
1 17.295
Vijy T3 Visd gt TVicL et ) (17.295)

The zonal flux is defined at the closed circle and the meridional flux is defined at the closed square in Figure 17.7.
Using this, the temporary value (¢*) is computed using an upstream scheme:

o—a )AS;
(a[,‘] Q/l"]) Sl,f _ (a,n an un+% )_F (an a/n un+% )
At x i-1,j° i, i_%’j x i,j° i+l ) i+%’j
1 1
n n n+§ n n l’l+§
+Fy (“i,j—l’ @i j» V,,,-_%) — Fy (ai,j’ Yijatr Vi i) (17.296)
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b. Compute the anti-diffusive transport velocity.

Using the temporary value computed in the first step, the anti-diffusive transport velocity is computed as follows:

da*
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c. Update tracer using the anti-diffusive velocity starting from the temporary value.
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17.13 Discretization

(17.310)

Figurel7.7 Position for tracer (a) and velocity (U). Area and thickness are defined at tracer points. Zonal fluxes are
computed at closed circles and meridional fluxes are computed at closed squares. The budget is computed for a unit

cell for a.

17.13.2 Diffusion (Laplace operator)

The discrete equation of the diffusion equation (17.199) is

At
new X X y
a;, ;= i+———I\F", -F, +F |-
A N S N N e
F*, =—kgAy,, -—1 (@is1,j — @i j)
i+3.] I Ax g J ’j
i+5,]
F¥ o =—kghAx, . 1 —— (@i j41 — @i ;)
.Y i,j+i i,j+1 i,j)»
LIty / 2Ayi,j+%

as in Section 11.2.1.
The grid widths (shown in Fig. 3.5) are given by
AxH%’j = (dx_br)i,j + (dX_bl)i’j
Ay;1 ;= (dy_br); j + (dy_tr)i j-1
Ax; .1 = (dx_tr)i_l,j + (dX_t].)i,j

i,j+3
Ayi,j+% = (dy_bl)i,j + (dy_tl)i,j.
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17.13.3 Momentum equation

Specific forms of discretization for properties related to internal stress are given here.
The strain rate tensor (¢€) and stress tensor (o) are defined at tracer points (Figure 17.8).
Components (divergence, tension, and shear) of the strain rate tensor are expressed in a discretized form as follows:

1 Ayicl Ayi 1 ;
(DD)ijZ ( 2J(Lt]- 1 .1 +uy..1 1)— 2’1(141- 1 .1 +uyp._1 - 1)
B A.Xi jAylj 2 +3,]+3 +3,]—3 2 l=3,Jt3 l=3,]—3
Axi,j*'%(v 11 +Vy. 1 1)—%(\) L 14Vl 1)
2 livg.jrs ™ i-3.j+3 2 livg.j-3 7 i-5.j-3 )
(Dr); ._l[Ayi,ﬁ; (”1i+%,j+% B ”1i—%,j+%) Ay j-1 (”1i+%,j—% Mg )]
L] =
2UAY; ot MAY L et DAYy pn /) A VA LAYy
1 [AXH;J ("It+%,j+% VIl j-1 ) Ax; s (Wi—%,ﬁ% VIl j-1 )]
- 3 - - 9’
2LAY oy At By ot A VA g Ay
(Ds); ._l[Ayi’Hé ("’H%J% _ Vlinded ) Nl (V’H%J—% I )]
L] -
LAY ot VAV et Ay pr /o A VA Ayt
1 [Axwg,j (”1i+%,j+% Urivl j-4 ) Ax; js (”Ii—%,ﬁ% Uri-1j-4 )]
+ = - - .
ZUAY L G ey Ay A WA A

The internal stress is defined at velocity points and computed from stress tensor as follows:

1 (@i jer + (01)inn,; = (01 e = (01)i
(Fulict jo = 5[5( T ) (17.318)
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. 1 (A)’i],ﬁé [(02)is1,j+1 + (02)is1, 5] — Ayi#% [(02)i,je1 + (0'2)1',./'])
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17.14 Usage

17.14.1  Compilation

The information needed to compile the sea ice model with the OGCM should be given to configure.in. At least, ICE
option should be specified in the OPTIONS line and the number of categories of the sea ice thickness should be specified as
NUM_ICECAT, for example, a line NUM_ICECAT = 5 should be inserted somewhere in configure.in. The model options
related to the sea ice model are listed on Table 17.5.
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Ui—1/2, J+3/2 U[ +1/2, j+3/2 Ui*»?/-’v Jt32
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Figurel17.8 Position of variables used by dynamics scheme.

Table17.5 Model options related to the sea ice model

option name

description

usage

ICE Sea ice model is included to the OGCM
SIDYN Dynamics of sea ice is solved otherwise, sea ice drifts with a third of the surface
ocean velocity.
CALALBST An albedo scheme of CICE is used otherwise constant

HISTICECAT | Monitor time evolution of basic state vari- | Use NAMELIST.name_model MONITOR to specify the
ables output group and interval. name_model is the name

of the model specified by configure.in
ICEFULLMONIT | Activate extensive monitor Use NAMELIST.name_model MONITOR to specify the

output group and interval

17.14.2 Job parameters (namelist)

The runtime job parameters (namelist) that should be given by NAMELIST.name_model are listed on Tables 17.6 to 17.15.
Job parameters related to monitoring are specified in the next subsection.

a. Thickness category

The bounds of thickness categories, whose number should be specified by NUM_ICECAT in configure.in before com-
pilation, should be given at run time to namelist nml_seaice_thickness_category, which is explained in Table

17.6.

Table17.6 Namelist of thickness category of the sea ice model (nml_seaice_thickness_category)

variable name

dimension

description

usage (default value)

hbound(® : ncat)

m

category boundary

required

Continued on next page
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Table 17.6 — continued from previous page

variable name

dimension

description

usage (default value)

lsicat_volchk

logical

flag for checking mass conservation

default = .false.

b. Time

The parameters related to time should be given by nml_seaice_time_confandnml_seaice_time_calendar, which are
explained in Table 17.7. Note that the specification of nm1_seaice_time_conf is not mandatory, necessary information
will be taken from the ocean model.

Table17.7 Namelist related to time of the sea ice model

variable name group description usage (default value)

nstep_seaice nml_seaice_time_conf | time steps to be proceed same as OGCM
ibyri nml_seaice_time_conf | start year of this run same as OGCM
ibmni nml_seaice_time_conf | start month of this run same as OGCM
ibdyi nml_seaice_time_conf | start day of this run same as OGCM
ibhri nml_seaice_time_conf | start hour of this run same as OGCM
ibmii nml_seaice_time_conf | start minute of this run same as OGCM
ibsci nml_seaice_time_conf | start second of this run same as OGCM
1_force_leap nml_seaice_calendar | forcibly specify leap year at | .false.

run time with 1_leap
1 leap nml_seaice_calendar specification of whether this | .false.

year is leap or not (valid when

1_force_leap = .true.)

c. Dynamics

The parameters related to dynamics of sea ice (SIDYN option) should be given to namelist nml_seaice_dyn, which is

listed on Table 17.8

Table17.8 Namelist related to dynamics of the sea icel (nml_seaice_dyn)

variable name dimension description usage (default value)

dt_seaice_dyn_sec sec time step interval for dynamics (in seconds) | about a tenth of the baroclinic
time step of the ocean model

damp_vice msec”! Rayleigh damping coefficient for rapid ve- 0.0

locity

damp_vmax msec! minimum velocity for damping 1.0

prs_scale_factor Nm™2 pressure scaling factor 2.75 x 10*

e_fold_const_ice_prs 1 e-folding constant for ice pressure 20

d. Diffusion

Coeflicient for the harmonic-type horizontal diffusion should be given to namelist nm1_seaice_diff, which is explained

in Table 17.9.

Table17.9 Namelist of diffusion of the sea ice model (nml_seaice_diff)

variable name

dimension

description

usage (default value)

diff seaice_m2ps | m

sec”!

horizontal diffusion coefficient

required

e. Minimum fractional area

Minimum of fractional area applied to all thickness categories may be given at run time to namelist nm1_seaice_model,
which is explained in Table 17.10.
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Table17.10 Namelist of minimum fractional area of the sea ice model (nml_seaice_model)

variable name dimension description usage (default value)
concentration min 1 minimum fractional area 1x107*

f. Air-ice transfer

The bulk transfer coefficient at the air - sea ice interface should be given to nml_air_ice, which is listed on Table 17.11.

Tablel17.11 Namelist of air-ice bulk transfer coefficient (nml1_air_ ice)

variable name units description usage (default value)
c_drag_ai 1 air-ice exchange coefficient for wind 3.0x 1073
c_transfer_sensible_heat_ai 1 air-ice exchange coefficient for sensible heat 1.5x 1073
c_transfer latent_heat_ai 1 air-ice exchange coefficient for evaporation 1.5x 1073

g. lce-ocean transfer

The bulk transfer coefficient at the ice - ocean interface should be given to nml_ice_ocean, which is listed on Table
17.12. If BULKECMWF is used, user must specify nml_bulkecmwf_seaice_run to control restart input and output for
vertical velocity due to convection, w+, which is used to calculate the wind velocity in the lowest layer of the atmosphere
model.

Table17.12 Namelist of ice-ocean bulk transfer coefficient (nm1_ice_ocean)

variable name dimension description usage (default value)
c_drag_io 1 ice-ocean exchange coefficient 55%x1073
for wind
turning_angle_drag_io degree turning angle for ice-ocean drag | —999 (set to +cz, where c: 1°mT,

z: the first layer depth [m];
positive/negative in the
northern/southern hemisphere)

Table17.13 Namelist nm1_bulkecmwf_ seaice_run)

variable name units description usage
1 _rst_bulkecmwf_wstar_in| logical | read initial restart for the free convec- default =
tion velocity scale over sea ice or not 1 rst_seaice_in
h. Restart

How to handle restart files is specified by namelists nml_seaice_run (Table 17.14), and nml_restart with name =
”Sea Ice”.

Tablel17.14 Namelist related to restart of the sea ice model

variable name group usage (default value)
1 _rst_seaice_in nml_seaice_run .true. : the initial state is read from restart file
.false.(default) : start from the state without
sea ice

i. Albedo

When CALALBST option is selected, an albedo scheme of CICE is used. The parameters of this scheme should be given by
namelist nm1_albedo_seaice, which is listed on Table 17.15.
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Table17.15 Namelist for the albedo of sea ice used by CALALBST option (nml_albedo_seaice)

variable name dimension description usage (default value)

alb_ice_visible_t0® visible ice albedo for thicker ice 0.78

alb_ice_nearIR_t® near infrared ice albedo for thicker ice 0.36

alb_snw_visible_t0 visible, cold snow albedo 0.98

alb_snw_nearIR_t® near infrared, cold snow albedo 0.70

alb_ice_visible_dec_ratio (OC)’l visible ice albedo declination rate 0.075

alb_ice_nearIR_dec_ratio cCo)! near infrared ice albedo declination rate 0.075

alb_snw_visible_dec_ratio (o) T visible snow albedo declination rate 0.10

alb_snw_nearIR_dec_ratio ("C)‘1 near infrared ice albedo declination rate 0.15

hi_ref m the maximum ice thickness to which con- 0.50
nection function is used

atan_ref the base value of the tangent hyperbolic con- 4.0
nection function

tsfci_t0 °C the temperature at which ice albedo is 0.0
equated to that of ocean

tsfci_tl °C the temperature at which ice albedo is -1.0
started to decline to that of the ocean

fsnow_patch meter thickness of snow patch on melting bare ice 0.02

. Emissivity

The emissivity of sea ice surface and snow surface should be given to nml_seaice_emissivity, which is listed on Table

17.16.

Table17.16 Namelist of emissivity of sea ice surface and snow surface (nml_seaice_emissivity)

variable name dimension description usage (default value)
emissivity_sea_ice 1 Emissivity of sea ice surface 1
emissivity_snow 1 Emissivity of snow surface 1

17.14.3 Monitoring

To monitor or sample the state of sea ice, HISTICECAT option must be specified. Extensive monitoring is activated by
further specifying ICEFULLMONIT option.

The general behavior should be specified by thenml_seaice_budget andnml_seaice_hst in NAMELIST.name_model,
which is explained in Table 17.17.

Table17.17 Namelist of monitor of the sea ice model

group
nml_seaice_budget

description
the interval of time step by
which water budget is written

variable name
nstep_si_budget_interval

usage
0: none, —1: monthly

undef value nml_seaice_hst undefined value to fill ice free | real(8)
grid point
undef for land nml_seaice_hst undefined value to fill land | real(8)
grid points

Sampling variables are grouped according to the processes they are involved, the grid points they are defined, and the
priorities given by Sea Ice Model Intercomparison Project (SIMIP) (Notz et al., 2016).

The groups are listed on Table 17.18. Users specify nml_history blocks in file NAMELIST.name_model MONITOR in
the following manner.
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Specification of NAMELIST.name_model MONITORforseaicemonitoring

&nml_history
name = ’sea ice basic state vars at t-point’,
file_base = ’result/hs_ice_t_stal’,
interval_step = 12,
suffix = ’minute’,
&end
Table17.18 List of groups for sea ice monitoring
group name usage note
sea ice basic state vars at t-point "mean" is forced
sea ice state vars at t-point "mean" is forced
tendencies of sea-ice mass and area fraction at t-point "mean" is forced
heat and freshwater fluxes over sea ice fraction at t-point | "mean" is forced
sea ice state vars of each category at t-point "mean" is forced
sea ice basic dynamics at u-point "mean" is forced
sea ice dynamics at u-point "mean" is forced
sea ice dynamics at t-point "mean" is forced

sea ice vars at X-point
sea ice vars at y-point
sea ice integrated measures

sea ice dynamics at u-point priority 3 valid if ICEFULLMONIT, "mean" is forced
sea ice dynamics at t-point priority 3 valid if ICEFULLMONIT, "mean" is forced
sea ice fluxes of each category at t-point valid if ICEFULLMONIT
heat and freshwater fluxes over open leads at t-point valid if ICEFULLMONIT

17.15 Appendix

17.15.1 Partial derivative of specific humidity with respect to temperature

In MRI.COM, surface temperature of ice (73) is computed using semi-implicit method, where an expression for the partial
derivative of the saturation specific humidity with respect to temperature (7') is needed.

Properties of moist air used by MRI.COM is based on Gill (1982) and replicated in Section 14.12.2. Using (14.122),
the saturation specific humidity (g;) is given as

qi =€e;;/(ps — (1 -¢€)ey). (17.320)

where saturation partial pressure of moist air over ice (e/,) is given by (14.128) and (14.129). Using (17.320),

9q; EPs dey;
— = _—, 17.321
T  {ps— (1 -e)e/}* T ( )
where de; /0T is expressed by setting f,, = 1 as
de; (T) 7
o7 =1n10- 1050 - ¢(7), (17.322)

where g(T) = (0.7859 + 0.03477T) /(1 + 0.00412T) + 0.00422T and g’(T) = dg(T)/dT, where T is temperature at the
upper surface of sea ice in °C.
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Chapter 18

Tide model

This chapter explains introduction of a tidal model. MRI.COM uses the scheme of Sakamoto et al. (2013), which runs a
barotropic tide model with the same grid and topography as the barotropic model (Chapter 7) in parallel, and incorporates
tidal effects into OGCM at each baroclinic time step. We describe derivation of the governing equations of the tide model
(Sec. 18.1), incorporation of tidal effects into OGCM (Sec. 18.2), calculation of the tidal forcing potential (Sec. 18.3),
execution of nesting experiments (Sec. 18.4), and usage (Sec. 18.5).

18.1 Governing equations

Adding the tide-related terms directly to the equation of motion of the barotropic model, Eqs. (7.1) and (7.2), gives: (e.g.,
Schiller, 2004)
ou horz Tbtm ’
E+kaU=_g(U+H)V(77_B776q_USAL)+F +E+X’ (18.1)
where 74 is equilibrium tide, or astronomical tide-generating potential (18.3), 8 defines effect of tide-generating potential
and correction due to earth tides, and ngar, represents the self-attraction and loading of the ocean tides. (In MRI.COM,
we usually set 8 = 0.7, though in general 8 = 1 + k — h with k and & being Love numbers.) The term F'™ is the vertically
integrated horizontal viscosity parameterization terms, and 7°™ is the bottom friction terms that may be specialized for
tidal currents. They are separated from X defined by (7.3) and (7.4) and X’ = X — F" — 76 /5, Note also that
atmospheric pressure term is dropped for brevity. The continuity equation is same as Eq. (7.5):
dn
ar +V.-U=F,, (18.2)
where F,, = P — E + R + [ is surface fresh water forcing that will be enter the system through the basic fields.

As Eq. (18.1) indicates, the terms specialized for tides affect the basic fields unintentionally. For example, the self-
attraction and loading term will modify the relationships between the sea surface height gradient and the barotropic
currents. Horizontal viscosity and bottom friction will also change the results, if they are modified to be suitable for tidal
modeling. As a result, the model solution without tidal potential (i.e. 7eq = 0) is no longer the same as that of the OGCM
barotropic model. To resolve this problem, our tide scheme calculates the tidal fields separately from the basic fields within
the barotropic submodel as explained by Sakamoto et al. (2013). The essence of the solution method is explained below.

Sakamoto et al. (2013) derived the governing equations of the barotropic tidal model, focusing on smooth coupling with
an OGCM. First, the variables are decomposed into the basic and linear tidal components,

U=U,+U, (18.3)

0= b+ (18.4)
Fhoz — F}llyorz " F?forz (18.5)
7bim  7bim . 7bim (18.6)

where "b" and "It" refer to the basic and linear tidal components, respectively. Now we decompose (18.1) and (18.2) to
obtain governing equations for each of the two components.
For linear tidal component:

aUlt letm
gr IR x U= —g(n+ H)V i = Breq = nsaw) +F2™ + —, (18.7)
O
—— +V-U, =0, 18.8
EP + It ( )
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18.1 Governing equations

where we assume that self-attraction and loading acts only to linear tidal component in such a way as nsar. = (1 — a)ny;.
For the basic component:

an .[.btm
W"‘kaUb:_g(U"‘H)V’]b +F LX) (18.9)
PO

é)ﬂ+V-U;,:FW. (18.10)
ot
This equation is basically same as the barotropic model written in Chapter 7.

In the above decomposition, the linear tidal component represents only the linear response to tidal forcing, 7eq, and
the secondary effects of tide, such as tidal advection and internal tides, are represented by the basic component. The
linear terms in the barotropic equations, such as the Coriolis force and the Laplacian horizontal viscosity with a constant
viscosity coefficient, may be split into the basic and linear tidal components naturally.

The bottom friction term (7°™) is non-linear and should be treated carefully. The bottom friction term (see Section
8.3.6 for details) is expressed as

M = _p0Cplu|Teu, (18.11)

where Cp is a drag coefficient and Ty is a matrix representing horizontal veering with an angle of 6,

cosd —sinf
Te_( sinf  cosé ) (18.12)

Sum of the two components are used for the scalar part (Ju|) and only the vector part is decomposed:

btm

7, = =poCplup +uy|Teup, (18.13)
™ = —pCp |y, +uy | Touy. (18.14)

Similarly, when the horizontal viscosity parameterization is non-linear as in the Smagorinsky scheme, the coefficient
part (e.g., vy in the equations below) is calculated by using the full velocity, while the decomposed fields are applied to
the viscosity operator. In MRI.COM, the horizontal tension D and shear D of the velocity field,

Dy = hy h:;ﬂ (%) - h#hw%(i), (18.15)
Ds = h”thia!l/(%) +h‘”h,%9u(i)’ (18.16)

are used to calculate horizontal viscosity as

1
Fhorz: _ h2V Dr|+ ——— hzy Dg), (18.17)
R huaﬂ( v T) h hwal/’( o )
1 0 1 0
Fhorz: _ hzy D¢)| - ——— hzv Dt ). 18.18
v hlz// /’l’uaﬂ( yVH S) hlzl hwa‘ﬁ( uVH T) ( )

Both of horizontal viscosity of the basic component, F}l;"rz, and that of the linear tidal component, F?torz, are calculated by
Egs. (18.17) and (18.18) using common vg. However, Dy and Dg are calculated for u, and uy, respectively.

By the above decomposition, the effect of the tidal model can be taken in while using the original barotropic model. In
fact, if eq = 0, then 7y, = 0, Uj, = 0, and the above equations return to the original ones.

By formulation, F™*', 7% and X’ are computed at the baroclinic time level of n and kept fixed during the integration
of barotropic submodel. However, when the barotropic field varies significantly during the integration, which is expected
when tidal forcing is included, F'°% and 7°™ should be allowed to vary with the evolution of barotropic velocity field. In

this case, F‘;;“Z and T};tm in (18.7) may be replaced by the viscosity parameterization suitable to the tidal velocity fields

(represented by Fg?lrez and Ttt;:;;l, respectively). Then, (18.7) becomes,
oy, T?t‘?
azt + kX Uy = —g(n+ H)V(any — Breg) + FIO7 + }’O—‘(’). (18.19)

There is no strong restriction on the form of the viscosity parameterization applied to the tidal velocity fields. However,
by using a common form for both baroclinic and barotropic fields, depth integrated viscosity terms would cancel when
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barotropic and baroclinic modes are synchronous (see (Eq. 18.23)). In MRI.COM, the bottom friction for the linear tidal

component is calculated as follows:
Uy

9n+H'

U, + U
T = —POCD‘ T

Tl (18.20)

Horizontal viscosity parameterization is the Laplacian operator with the viscosity coefficient fixed in time.

The space-time finite difference of the tidal model is omitted, since it is the same as that of the barotropic model. A
sequence of operations explained in Section 7.4.1 is applied to both basic and tidal components. But now we use surface
height at time level 7 = 7,, as the height of column applied to the pressure gradient term during the barotropic subcycle.

18.2 Incorporation of the tidal effects into MRI.COM

The solution method to predict the two components of the barotropic mode is schematically illustrated by Figure 18.1. On
starting the barotropic submodel, the total barotropic mode is split into the basic and the linear tidal components (Up, 1,
Uy, and 1n7;;) and the time evolution is calculated separately. A simple sum of the two modes is returned to the main part
of OGCM. For the next step, the total and the linear tidal components are retained. The basic component is calculated by
subtracting the tidal part from the total.

P
Eqg. of Motion, Eq. of Continuity

Baroclinic Eq.

step N

( : ) Barotropic Eq.

step N+1

Figurel8.1 Schematic figure of the separating basic and linear tidal component of the barotropic mode

The weighted average of the barotropic fields is written as follows:

1
2

U™t =0 = At flex (UY™™* = g+ B){(VCam - pneg)))

11 il
+ Ate ((FIO)y™ 2 4 p—oAtd((T};;‘;‘)) *2, (18.21)
n+l 0 n+l n nt horz Tl];tm "
(Up)™! =09 = At fk x ((Up))™* — Atag(n +H)<<V;7b>> + Aty (X — phorz _ K) . (18.22)

These are summed and then combined with the baroclinic part (7.49) and (7.50) to give

(™! +u | —u A, —ut A 1 1 ~
-3 -2 2 2 _ n+3 A n+l n+s n+3 n+l
A = SR QuTEAG D)~ Sk [y Az I o Ll AT
n"+H n+l
- gAZZtl% m«v(nb +an; — ﬁ’76q)>>
1 1
- <<Fg<:1rez>>n+§ _ (Fgltorz n el <<Ttt;£tlxz1>>n+§ _ (Tltt)tm)n I
+ Az 1 1 +Az lF '
k-3 77n+1 +H k-3 ,00(77"+1 +H) k-3
(18.23)

18.3 Tidal potential

The tide producing potential 77.q of MRL.COM includes the eight primary constituents that consist of the four largest
equilibrium tides of the diurnal and semi-diurnal species (Ki, O;. Py, Q1, M>, S», Na, K3). Following Schwiderski
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Table18.1 Constants of major tidal modes

n Tidal Mode K, m o, 107 /sec ¥, deg

1 K, declination luni-solar 0.141565 0.72921 ho +90

2 @y, principal lunar 0.100514 0.67598 ho — 2so + 90

3 Py, principal solar 0.046843  0.72523 —ho —90

4 Qj, elliptical lunar 0.019256  0.64959 ho —3s0+ po — 90
5 My, principal lunar 0.242334  1.40519 2hy —2s9

6 Sy, principal solar 0.112841 1.45444 0

7 Ny, elliptical lunar 0.046398 1.37880 2hy —3s0 + po

8 K>, declination luni-solar 0.030704 1.45842 2hy

Here hg, sg, and po are the mean longitudes of the sun and moon and the lunar perigee at
Greenwich midnight: ho = 279.69668 + 36000.768930485T + 3.03 x 10*T 2, 50 = 270.434358 +
481267.88314137T — 0.001133T2 + 1.9 x 10773, po = 334.329653 + 4069.0340329575T —
0.010325T2% — 1.2 x 107°T3, where T = (27392.500528 + 1.0000000356D) /36525, D = d +
365(y —1975) +Int[(y — 1973) /4], d is the day numbe of the year (d = 1 for January 1), y > 1975
is the year number, and Int[x] is the integral part of x.

(1980), we write the n-th (n = [1,4]) diurnal equilibrium tide as

Neqn =Kn cos’ ¢ cos(opt + xn +21)

=K, cos> ¢[cos(ont + xn) €08 24 — sin(ot + yn) sin24], (18.24)
and the n-th semi-diurnal component (n = [5, 8]) as

Neqn = Kp 8in2¢ cos(ot + x, + A)
=K, sin2¢[cos(opt + xn) cos A — sin(oy,t + xp) sind]. (18.25)

The meaning of the mathematical symbols is as follows:

universal standard time in seconds

east longitude

latitude

amplitude of partial equilibrium tide in meters

frequency of partial equilibrium tide in sec™!

astronomical argument of partial equilibrium tide relative to Greenwich midnight

X 9S>

And constants are listed on Table 18.1.

18.4 Nesting experiment with tide

The tide scheme can work together with the nesting schemes in MRI.COM. This subsection describes briefly how the tide
scheme works with on-line nesting and off-line one-way nesting methods. See Chapter 22 for the general explanation of
the nesting schemes.

For on-line nesting, the tide models communicate each other between the parent low-resolution model and the child
high-resolution model in order to predict tides at the next step in the same manner as the barotropic model. The lateral
boundaries of the child model receive U;; and 7, from the parent model every steps of the barotropic mode in the both
cases of one-way and two-way nesting. On the other hand, in the case of two-way nesting with the "replace" configuration,
the internal region of the parent model receives them from the child model.

For off-line one-way nesting, the communication process of the tide model is also the same as that of the barotropic
model. The parent model saves Uy and 7, on bands corresponding to the lateral boundaries of the child model. The
child model reads the files and interpolates them spatially and temporally to the lateral boundaries every barotropic steps.
It should be noted that other lateral boundary data output by the parent model, such as three-dimensional velocity, sea
surface height and x and y transports, also includes the linear tidal component. That is, the parent model saves u, Uy, + Uy,
and 17p +1;1.

As a special function for off-line one-way nesting, the child model can be executed under tidal forcing even when the
parent model does not include tides. That is, users can run the parent model without TIDE, while the child model with
it. In this case, in advance, users have to create files for the child model boundaries of U;; and 7;, in the same format as
the parent model output. The MXE (see Section 25.6) package offers a tool for it based on the Matsumoto et al. (2000)’s
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dataset in the directory prep/nest/offline/. In addition, boundary files output by the parent model do not include the
tidal component, which is different from the case that the parent model includes tides. Users have to specify namelist to
handle this difference (1_parent_include_tide = .false. in nml_submodel_tide).

18.5 Usage

When TIDE is added to OPTIONS, the tide model is coupled. Specify parameters of the tide model by namelist
nml_tide_model, the initial condition by nml_tide_run, and forced tidal constituents by nml_tide_forcing. If
a specific state is used for the initial condition, three restart files must be prepared.
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Chapter 19

Biogeochemical model

There are several options for Biogeochemical models in MRI.COM. These biogeochemical models have been developed for
both ocean-only and coupled ocean-atmosphere-vegetation carbon cycle studies. They feature an explicit representation
of a marine ecosystem, which is assumed to be limited by light, temperature, and nutrients availability. This chapter
describes the details of the biogeochemical models.

19.1 Inorganic carbon cycle and biological model

Biogeochemical models are composed of inorganic carbon-cycle and ecosystem component models. In the inorganic
carbon-cycle component, the partial pressure of CO, at the sea surface (pCO,) is diagnosed from the values of dissolved
inorganic carbon (DIC) and Alkalinity (Alk) at the sea surface, which should be affected by the ecosystem component. The
difference in pCO, between the atmosphere and ocean determines ocean CO, uptake from or release to the atmosphere and
is essential for simulating the CO, concentration in the atmosphere. Inorganic carbonate chemistry and partial pressure
physics are well understood and can be reproduced with fair accuracy. The ecosystem component deals with various
biological activities, and gives sources and sinks of the nutrients, DIC, Alk, and dissolved oxygen through these activities.
Our knowledge of these activities is far from complete, and they are difficult to estimate even in state-of-the-art models.

There are many biological models and methods for calculating the ecosystem components. One of the simplest biological
models has only one nutrient component (such as POy4) as a prognostic variable and calculates neither phytoplankton nor
zooplankton explicitly. In this case, the export of biologically generated soft tissue (organic matter) and hard tissue
(carbonate) to the deep ocean, collectively known as the biological pump, is parameterized in terms of temperature,
salinity, shortwave radiation, and nutrients.

A Nutrient-Phytoplankton-Zooplankton-Detritus (NPZD) model is more complex than the above model, but still a
simple biological model. The NPZD model has four prognostic variables (nutrient, phytoplankton, zooplankton, and
detritus). Though parameterized in a simple form, basic biological activities, such as photosynthesis, excretion, grazing,
and mortality are explicitly calculated.

More complex models classify phytoplankton and zooplankton into several groups, and deal with many complex
interactions between them. In general, it is expected that the more complex the biological model becomes the more
realistic pattern the model can simulate. However, because of our incomplete knowledge about the biological activities,
the complex models do not always yield better results, even though they require more computer resources.

To simulate the carbon cycle in the ocean, some biological processes should be calculated in the ecosystem component
to obtain DIC at the sea surface. However, the carbon cycle component is not always necessary when our interests are to
simulate the ecosystem itself. The Ocean Carbon-Cycle Model Intercomparison Project (OCMIP) protocols and studies
of Yamanaka and Tajika (1996) and Obata and Kitamura (2003) focus on the former carbon cycle in the ocean, and the
ecosystem components in these studies are quite simple. Biogeochemical models adopted in MRI.COM are classified in
this category. The latter studies usually use complex biological models such as NEMURO (Kishi et al., 2001). Of course,
this type of model could be adopted as an ecosystem component of the biogeochemical model in the former studies in
hopes of better simulation of carbon cycle.

Originally, the carbon cycle component followed the OCMIP protocols (Orr et al., 1999) whose authority is recognized
in the community. Recently, biogeochemical protocols for CMIP6 require that the former OCMIP code should be replaced
by mocsy routines (Orr and Epitalon, 2015) to use the equilibrium constants recommended for best practices (Orr et al.,
2017). MRI.COM can choose either option by setting a namelist. Here we describe the procedure using the mocsy routines.

MRI.COM has several options for the ecosystem component. At present, MRI.COM can incorporate the Obata and
Kitamura model (Obata and Kitamura, 2003) or an NPZD model based on Oschlies (2001). The biogeochemical model
of MRI.COM is largely based on Schmittner et al. (2008) when an NPZD model is adopted as an ecosystem component.

Basic units in MRI.COM are cgs, but in these biogeochemical subroutines, we use MKS units for the sake of future
development. We use mol/m? for the units of nutrients. When the coefficients of their model are applied, they should be
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converted to the corresponding units.

19.2 Governing equations

Here we describe the biogeochemical models of MRI.COM. When an NPZD model is incorporated as the ecosystem
component, the governing equations are as follows. When Obata and Kitamura model is used instead of the NPZD model,
the first four biogeochemical compartments (DIC, Alk, PO4, and O,) are used.

m;_:c = —A(DIC) + D(DIC) + S, (DIC) + J,, (DIC) + J¢(DIC), (19.1)
% = —A(AIk) + D(AIK) + S, (AIK) + J, (AlK), (19.2)
% = —A([PO4]) + D([PO4]) + S;, ([PO4]), (19.3)
% = -A([02]) + D([02]) + S5 ([02]) + J([02]), (19.4)
6[1;?3] = ~A(INO3]) + D(INO3]) + S, (INOs]), (19.5)
@ = —A([PhyPl]) + D([PhyPl]) + S, ([PhyPI]), (19.6)
@ = —A([ZooPl]) + D([ZooP1]) + S}, ([ZooP1]), (19.7)
a[D;ri] = —A([Detril) + D([Detril) + S ([Detril), (19.8)

where A() and D() represent advection and diffusion operator, respectively, and S () is source minus sink due to the
biogeochemical activities. The square brackets mean dissolved concentration in mol/m? of the substance within them.
The terms represented by J, () and J,, () are the air-sea gas fluxes (Section 19.3.1) and the dilution and concentration effects
of evaporation and precipitation on DIC and Alk (Section 19.3.2), respectively, which appear only at the sea surface. The
term Jg () is calculated based on the OMIP protocol by using the air-sea gas transfer velocity and concentration in the
seawater. The term J,, () appears only when the salinity flux is given virtually instead of the increase or decrease of the
volume at the surface layers due to evaporation and precipitation.

19.3 Carbon cycle component

To estimate J, and J,,, we follow the protocol of OMIP, which is described in detail in Orr et al. (2017). The program to
calculate them is based on the mocsy subroutines. We have modified this subroutine so that it can be used in the calculation
of the MRI.COM code.

19.3.1 Air-sea gas exchange fluxes at the sea surface (Jy)

The air-sea gas transfer must be calculated for DIC and [O,]. The terms Jg(DIC) and Jg([O2]) appear only in the
uppermost layer. When these fluxes are expressed as F, (DIC) and Fg([O2]), J4(DIC) and J,([O,]) are given as follows:

J,(DIC) = F, (DIC) 19.9
¢(DIC) = A—z% (19.9)
F([02])
T, ([0,]) = %, (19.10)
where
Fy(DIC) = K$*  ([COa)ga — [CO2lgurt), (19.11)
Fo([02]) = K * ([O2]ga = [O2]surt)» (19.12)

and Az 1 is the thickness of the first layer of the model. Here a standard gas transfer formulation is adopted. K VCVO2 and K 82
are their gas transfer velocity, [CO; ], and [O; ], are their saturation concentrations with respect to the atmosphere, and
[CO2)urts [O2]sucf» are their surface concentration.
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a. Gas transfer velocity

The coeflicients chvoz and ng are the air-sea gas transfer (piston) velocity and are diagnosed as follows:

co ScC0\ 712 )
K :a( 50 ) U3,(1 - fi), (19.13)
Sc02\ /2
KY?=a ( 660) U3,(1 = f), (19.14)

where

e f; is the fraction of the sea surface covered with ice,

e Ujp is 10 m scalar wind speed,

* a is the coefficient of 0.251 cmhr™'/(ms~!)?, which will give K,, in units of cm hr™' when winds speeds (U;¢) are
inms~!. This is specified in the OMIP protocol,

o ScC02 and Sc©2 are the Schmidt numbers for CO, and O,.

b. Saturation concentration with respect to the atmosphere

The surface water gas concentration in equilibrium with the atmosphere (saturation concentrations) for gas A has the
following relationship.

[Alsat = Kofa (19.15)
=KoCrpa (19.16)
ZK()Cf(Pa—pHQO)xA (1917)
=daxa (19.18)

P
~ P_Z¢?4XA (with errors less than 0.1%) (19.19)
a
Py
= F[A]Sm, (19.20)

where Kj is its solubility, f4 is its atmospheric fugacity, C isits fugacity coefficient, p 4 is its atmospheric partial pressure,
X 4 is its mole fraction in dry air, P, is total atmospheric pressure, P;, is the standard atmosphere (=1013.25 hPa), pH,O
is water vapor pressure at saturation, ¢4 is its solubility function, ¢?4 and [A]Sat are its solubility function and saturation
concentration at the reference pressure.

Orr et al. (2017) explain two approaches to calculate the saturation concentration.

The first approach uses equations (19.19) or (19.20), computing solubility function ¢?4 or saturation concentration [A]g,c1t
at the reference atmospheric pressure first, and then converting them to those at the atmospheric pressure P,. For gases
that are often used as tracers in oceanography such as CFCs, q&% can be expressed as a function of in-situ temperature and
salinity by using empirical fit. For oxygen, an empirical fit for [Oz]ga[ is available. This is a rather conventional approach,
and is used in MRI.COM except for carbon.

The other approach uses equations (19.15)-(19.17), computing its partial pressure p 4 = (P,—pH0)x 4, then multiplying
by K’ = KoCy, or multiplying by C and then multiplying by Ko if atmospheric fugacity (fa) is needed. For typical
gases, K’, Ko, and C are available as a function of temperature and salinity. The mocsy routine adopts this approach, and
MRI.COM also follows it for calculating carbon flux at the surface.

c. Computing CO, concentrations at the surface

In the mocsy routine, [CO; ] is diagnosed every step from DIC, Alk, temperature, salinity, [PO4], and silicate concen-
tration at the surface. After [CO;]s,r is computed, fugacity (fco,) and partial pressure (pCO,) of the ocean surface are
computed as

fco, = [CO2]surt/ Ko, (19.21)
pCO2 = fco,/Cy, (19.22)

where K¢ and Cy are estimated by using temperature and salinity.
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Diagnosis of [CO;]sys is the most complex of the above calculations and has the largest computational cost. To be
precise, diagnosis of [CO;] actually means diagnosing [CO;] + [H,CO3], which are difficult to distinguish analytically.
These two species are usually combined and the sum is expressed as the concentration of a hypothetical species, [COJ] or
[H2CO3]. Here, the former notation is used. The relationship between this [CO3] and DIC is as follows:

DIC = [CO,] + [H2COs] + [HCO3] + [CO3] (19.23)
= [CO3] +[HCO3] + [CO%]. (19.24)

In the OMIP protocol, the following equations are solved to obtain [CO3].
The equilibrium constants for dissociation reactions are:

_ [HT][HCO;3] _[H7] [COT]
1= W 2= [HC—O3_]’ (19.25)
_ [H*][B(OH),]
Kg = W, (19.26)
_ [H*][H,PO; ] _ [H*][HPO; ] _ [H*][PO;"]
Kip = —[H3PO4] 2p = —[HzPOZ] 3p = —[HPOZ‘] (19.27)
[H*][SiO(OH)3]
i e A 19.28
Ksi = sitom,] (19:28)
Kw = [H'][OH], (19.29)
3 [H*]#[SO; ]
Ks = W, (19.30)
e [H ] [F]
_ F
Kp = “THF] (19.31)

where [H*] is the hydrogen ion concentration in sea water and [H*] ¢ is the free hydrogen ion concentration. There is
another scale for the hydrogen ion concentration, the total hydrogen ion concentration [H*]r. The subscript 7 means
"total" and F means "free." These three hydrogen ion concentrations are related as follows:

[H'] = [H']r (1+;—Z+;—Z), (19.32)
and  [H']y = [H']F (1 + %T) (19.33)
S

There are three pH scales corresponding to these three hydrogen ion concentrations.

The equilibrium constants K are given as a function of temperature, salinity, and pH. Note that the equilibrium constants
are given in terms of concentrations, and that all constants are referenced to the seawater pH scale, except for Kg, which
is referenced to the free pH scale.

The total dissolved inorganic carbon, boron, phosphate, silicate, sulfate, and fluoride are expressed as follows:

DIC = [CO;] + [HCO3] + [CO3 ], (19.34)

Br = [B(OH);] + [B(OH);], (19.35)

Pr = [H3PO4] + [H,PO} ] + [HPO; ] + [PO} ], (19.36)
Sit = [Si(OH)4] + [Si(OH)3], (19.37)
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St = [HSO;] + [SO7 7], (19.38)

and
Fr =[HF] + [F]. (19.39)

Alkalinity used in this calculation is defined as follows:

Alk = [HCO3] +2[CO37] + [B(OH);] + [OH"] + [HPO;™] +2[PO; ] + [SiO(OH);] (19.40)
— [H']r — [HSO, ] — [HF] — [H3POy4].

These expressions exclude the contribution of NH3, HS™, and S2-.

If we assume that DIC, Alk, Pr, and Sir are known, this system contains 18 equations with 18 unknowns, so they can
be solved. Detailed solver method has been described in Orr and Epitalon (2015). The concentration [Si7 ] is not predicted
in the biogeochemical model adopted in MRI.COM but is rather specified by the annual mean value from WOA2013.

19.3.2 Dilution and concentration effects of evaporation and precipitation on DIC and Alk

The dilution and concentration effects of evaporation and precipitation significantly impact the concentrations of some
chemical species in seawater. This is particularly true for DIC and Alk, which have large background concentrations
compared with their spatial variability. MRI.COM uses a free surface, so the impact of evaporation and precipitation is
straightforward to model as far as WFLUX is used. When WFLUX (or this option) is not used, salinity flux is diagnosed
and applied instead of the freshwater flux. In this case, the dilution and concentration effect of evaporation (E) and
precipitation (P) should be taken into account. Here, they are parameterized as virtual DIC and Alk fluxes, similar to the
virtual salt flux used in physical ocean GCMs.
In MRI.COM, the tendency of salinity due to the virtual salt flux is given by

sflux(i,j) = —(P-E) «S(, j,1)/Az, (19.41)

where S(i, j, 1) and Az are the salinity and thickness of the uppermost layer. Note that the variable sf1ux(i, j) is not the
salinity flux but the time change rate of salinity due to the flux even though the spelling brings up the image of the flux.
In MRI.COM, DIC and Alk are modified by the virtual salt flux as follows:

J,(DIC(i, j, 1)) = sflux(i, j)/S(i, j, 1) = DIC(i, j, 1), (19.42)
Jy(AIK(G, j, 1)) = sflux(i, /)/S(@, j, 1) = AIK(i, j, 1). (19.43)

Strictly speaking, air-sea fluxes of fresh water impact other species. However, these modifications are not usually applied
because their spatial variabilities are significantly greater than those of DIC and Alk.

In the OMIP protocol, as well as the previous OCMIP protocol, the global averaged salinity S, is used instead of
S(i, j, 1) in equations(19.42,19.43). In addition, globally integrated J,, (DIC) and J, (Alk) are set to 0. In MRIL.COM,
these modifications are not the default considering the use in regional ocean models.

19.4 Obata and Kitamura model

This section was contributed by A. Obata.

The Obata and Kitamura model used in MRI.COM simply represents the source and sink terms of DIC, Alk, [PO4], and
[O3] due to the biogeochemical activities: new production driven by insolation and phosphate concentration in the surface
ocean, its export to depth, and remineralization in the deep ocean. According to the Michaelis-Menten kinetics (Dugdale,
1967), phosphorus in the new production exported to depth (ExprodP) is parameterized as r L[PO4]?/([PO4] + k), where
r is a proportional factor (r = 0.9 yr™!), L is the insolation normalized by the annual mean insolation on the equator, and
k is the half-saturation constant (k = 0.377 mmol/m™3). The values of r and k are adjusted to reproduce the optimum
atmospheric CO; concentration and ocean biogeochemical distribution for the preindustrial state of the model. The
relationship between the changes in the chemical composition of seawater and the composition of particulate organic
matter (POM) is assumed to follow the Redfield ratio P: N:C: 0y =1 : 16 : 106 : =138 = 1 : R,, : Ry, 1 =R,
where Ry, = A/B and "o0" represents O, (Redfield et al., 1963). The rain ratio of calcite to particulate organic carbon
(POC) is 0.09, which is in the range proposed by Yamanaka and Tajika (1996). The surface thickness where the export
production occurs is fixed at 60 m. The vertical distribution of POM and calcite vertical flux below a depth of 100 m is
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proportional to (z/100m) % and exp(—z/3500m) (z is the depth in meters), respectively, following the work of Yamanaka

and Tajika (1996). The remineralization of POM (RemiP for phosphorus) and the dissolution of calcite (SolnCa) at depth
are parameterized by these fluxes. Oxygen saturation is prescribed at the sea surface. The solubility of oxygen is computed
from the formula of Weiss (1970). Source and sink terms of Sj, () representing the above processes are as follows:

Sp(DIC) =R, * RemiP + SolnCa — R, * ExprodP (19.44)
Sp(Alk) =2 = SolnCa + R, * ExprodP — Ry, * RemiP (19.45)
Sp([PO4]) =RemiP — ExprodP (19.46)
Sp([02]) = = Rop * Sp([PO4]) (19.47)

19.5 NPZD model

The NPZD model used in MRI.COM is constructed on the assumptions that the biological elemental composition ratio is
nearly constant (Redfield ratio) and that the concentration of organisms can be estimated by nitrogen or phosphorus. The
prognostic variables of nitrate (NO3), phytoplankton (PhyPl), zooplankton (ZooPl), and detritus (Detri) are normalized in
terms of nitrogen 1 mol/m3. For example, [PhyPl] represents the concentration of phytoplankton estimated in terms of
nitrogen in one cubic meter (N mol/m?). The increase and decrease of carbon can be diagnosed by multiplying by R.,,.

Source and sink terms S () calculated in the NPZD model are as follows. Those for DIC and Alk, Sp(DIC) and
Sp(Alk), used for calculating the carbon cycle, are described later in this section.

S5 ([PhyP1]) = Priprod — MortP1 — MortP2 — GrP2Z (19.48)
Sp ([ZooPl]) = assim « GrP2Z — Excrtn — MortZ (19.49)
Sy ([Detri]) = [(1 — assim) * GrP2Z + MortP2 + MortZ] — RemiD — wdema]z—zm (19.50)
S5 ([NO3]) =MortP1 + Excrtn + RmeiD — PriProd (19.51)
Sp([PO4]) = Rpy * Sp(INO3]) (19.52)
Sp([02]) = = Ron * Ry * Sp ([PO4]) (19.53)

There is no input from the atmosphere such as nitrogen fixation in the above equations, so the sum of these five equations

becomes zero at each grid point except for the term for detritus sinking (—w gerri aDa(ztrl). The term for detritus sinking

expresses the biological pump, whose role is to remove nutrients from the upper layers and transport them into the deep
ocean where the plankton cannot use the nutrients. When vertically integrated, the sum of each grid is O even though
this sinking term is included. The nutrients are transported horizontally through physical processes such as advection and
diffusion.

In general, the nitrate limitation is more severe than the phosphate limitation so it is not always necessary to calculate
phosphate. However, in the simpler model of Obata and Kitamura (2003), phosphate is used as a prognostic variable.
So, to be consistent, phosphate is calculated in the ecosystem component of MRI.COM. Next, we elaborate on the above
equations.

19.5.1 Description of each term

e Priprod = J(I, N, P) * [PhyPl]
Primary production expresses photosynthesis (described in detail in the next subsection).

* MortP1 = ¢ p * [PhyPI]
The conversion of mortality phytoplankton directly into nutrients. This term was introduced by Oschlies (2001) to
increase the primary production of subtropical gyre, where the nutrient limit is severe.

 MortP2 = ¢pp * [PhyPI]?
The conversion from phytoplankton to detritus (normal mortality of phytoplankton).

e GrP2Z = G(P) * [ZooPl]
The grazing of zooplankton. There are a number of parameterizations of grazing. In this formulation, this is given
as G(P) = g * € » [PhyP1]?/(g + € = [PhyPI]*). Among the grazing, the ratio assim is used for the growth of
zooplankton, and the remainder (1 — assim) is converted to detritus.

e Excrtn = d = [ZooP1]
Excretion of zooplankton. The excretion is dissolute and directly returned to nutrients (NO3).
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* MortZ = ¢z * [ZooPl]?
The conversion from the zooplankton to detritus (mortality of zooplankton).
¢ RemiD = ¢p * [Detri]
Remineralization of detritus. This is converted to nutrients through the activity of bacteria.

Primary Production

N L P

mortality

grazing

remineralization

mortality

export

Figurel9.1 Schematic of NPZD model

19.5.2 Primary Production

The growth rate of phytoplankton is limited by the irradiance (/) and nutrients. This limitation is expressed in several
ways. Here we adopt an expression with a minimum function:

J(I,N,P) = min (J;,Jn, Jp) , (19.54)

where J; denotes the purely light-limited growth rate, and Jy and Jp are nutrient-limited growth rates that are functions
of nitrate or phosphate.
The light-limited growth is calculated as follows:

I
Jy = Jmad (19.55)

[+ (@D?]*
Here, Jyuqy is the light-saturated growth, which depends on temperature based on Eppley (1972) as
Jmax:a'bce» (19.56)

where a = 0.6day™!, b = 1.066, and ¢ = 1 (°C)~!. Note that the default values in MRI.COM are based on Schmittner
et al. (2008) and differ from these values (see Table 19.1). Equation (19.55) is called Smith-type growth. The coefficient
« in the equation is "the initial slope of photosynthesis versus irradiance (P-I) curve," that is,

@ = lim —~. (19.57)

Thus, it represents how sensitive J; is to the irradiance when the light is weak.
Irradiance (/) depends on the angle of incidence and the refraction and absorption in the seawater.

Z

I = I,_o PAR exp (—sz — ke / ' sz), (19.58)
0
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where 1,9 denotes the downward shortwave radiation at the sea surface, PAR is the photosynthetically active radiation

ratio (0.43) and Z = z/cos @ = z//1 — sin® @ /1.332 is the effective vertical coordinate (positive downward) with 1.33 as
the refraction index according to Snell’s law relating the zenith angle of incidence in air (6) to the angle of incidence in
water. The angle of incidence 6 is a function of the latitude ¢ and declination ¢.

For the nutrient-limited growth rate (Jy and Jp), we adopt the Optimal Uptake (OU) equation instead of the classic
Michaelis-Menten (MM) equation. For the classic MM equation, the nitrate-limited growth rate is expressed as

JmaxN
Ky +N’

In =Jum = (19.59)
where Ky is a half-saturation constant for NO3 uptake. In contrast, the Optimal Uptake (OU) equation for a nitrate is

expressed as follows:
VoN
In=Joy = —————, (19.60)

Y W
N+2 A0N+A0

where Ag and Vj are the potential maximum values of affinity and uptake rate, respectively (see Smith et al. (2009) for
details). Optimal Uptake (OU) kinetics assumes a physiological trade-off between the efficiency of nutrient encounter at
the cell surface and the maximum rate at which a nutrient can be assimilated (Smith et al., 2009). The key idea is that
phytoplankton alters the number of its surface uptake sites (or ion channels), which determines the encounter timescale,
versus internal enzymes, which assimilate the nutrients once encountered.

We set parameters V and Ag so that the rates of uptake, Jys and Joy, are equal at N = K. In addition, we fix the
ratio Vy/Ag = @py, where apy is determined from fitting the data. This requires

2
V0=O.5(1+ /ﬂ) . (19.61)
Ky

VN
N + 2+VaopyN + CL’OU'

We use apy = 0.19, which is determined from the fitting of log Ky vs log N in the wide range of N by Smith et al. (2009).

Finally, we obtain

Jou = (19.62)

19.5.3 Variation of DIC and Alk due to biological activity

Production of DIC and Alk is controlled by changes in inorganic nutrients and calcium carbonate (CaCOs3), in molar
numbers according to
Sp(DIC) = S, ([PO4)Rcp — Sp([CaCO3]), (19.63)

Sb(Alk) = —Sb([NO3]) -2 Sb([CaCO3]). (19.64)

Thus, only these source and sink terms of DIC and Alk are estimated. Since [PO4] and [NOs] are prognostic variables,
their source and sink are explicitly calculated by the biological model. In contrast, the downward movement of CaCOj3 is
much faster than the modeled downward velocity of water mass, so [CaCO3] is not a prognostic variable, and its source
(Pr) and sink (D7) are diagnosed by the following equation,

S, ([CaCO;3]) = Pr([CaCO;3]) — Di([CaCOs]). (19.65)

Following Schmittner et al. (2008), the source term (Pr([CaCOs])) of calcium carbonate is determined by the production
of detritus as follows:

Pr([CaCO3]) = [(1 — assim) * [GrP2Z] + [MortP2] + [MortZ]] Rcacos/pocRe:n (19.66)

where assim, GrP2Z, MortP2, and MortZ are as described above. The sink term (Di([CaCOs])) of calcium carbonate is
parameterized as

Di([CaCO3]) = / Pr([CaCO3])dz - diz (exp (=z/Dcacoy)) » (19.67)

which expresses an instantaneous sinking with an e-holding depth of Dc,co, = 3500m. In this equation, z is positive
downward. This depth of 3500 m was estimated by Yamanaka and Tajika (1996) to reproduce the observed nutrient profile.
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This value is standard and also is used in the simple biological model in the protocol of OCMIP. The vertical integral of
the source minus sink should be zero. Thus, when the sea bottom appears before the sum becomes zero, the remaining
calcium carbonate is assumed to be dissolved in the lowermost layer. By using the ratio Rcaco,/poc = 0.035 used by
Schmittner et al. (2008), the resultant global mean Rain ratio should be roughly consistent with the recently estimated
range (0.07 to 0.11) based on various observations.

19.6 Usage

In MRI.COM, carbon, dissolved oxygen, and ecosystem model as well as other passive tracers like CFCs can be calculated
together or separately. Options described in configure.in determines what components should be used in MRI.COM.
The combination of the options also determines the number of passive tracers that is necessary for calculation. See detail
for the program tracer_vars.F90.

* When CARBON is used, carbon component is calculated in the model. For the ocean only model, the CBNHSTRUN

option should be used to set the atmospheric CO2. Its internal source or sink is calculated in an ecosystem model.

When CARBON is used, dissolved oxygen component is calculated.

When CBNHSTRUN is used, the ‘AtmosphericxCO2’ in ppm should be applied as additional atmospheric forcing.

This is the standard configuration for ocean only run. See Chapter 14 for the detailed setting.

* When 02 is used, dissolved oxygen component is calculated. Its internal source or sink is calculated in an ecosystem
model.

For ecosystem model, MRI.COM can use NPZD or OBT options.

* When NPZD is used, an NPZD model is used as the ecosystem component. In addition, when CHLMA94 option

is used, the chlorophyll concentration is considered to calculate the shortwave penetration following Morel and
Antoine (1994).
The parameters of NPZD are set in namelist nml_bioNPZD. The default values are based on Schmittner et al. (2008)
and listed on Table 19.1. If the parameters of Oschlies (2001) are used, the high nutrient-low chlorophyll (HNLC)
region in the North Pacific is not appropriately expressed. This may be because the parameters of Oschlies (2001)
are calibrated for the North Atlantic biological model. The commonly used unit of time in biological models is
[day]. Thus, in the namelist, the time unit of the biological parameter is specified by using the unit [day]. In the
model, the time unit is converted to seconds, [sec].

* When OBT is used, a simple biological model of Obata and Kitamura (2003) is applied as the ecosystem component.

Restart files for the passive tracers should be specified by nml_restart. Following is an example when
CARBON, 02, and NPZD options are chosen. In this case, numtrc_p = 8 should be specified in configure.in. See
docs/README_Restart.md for more details.

EE— An example specification of restart files when CARBON, 02, and NPZD options are chosen. —

&nml_restart name="DIC’, file_base=’result/rs_dic’/

&nml_restart name=’Total Alkalinity’, file_base=’result/rs_alk’/
&nml_restart name=’'Dissolved Oxygen’, file_base=’result/rs_o2’ /
&nml_restart name=’Phosphate’, file_base=’result/rs_po4’ /
&nml_restart name=’Nitrate’, file_base=’result/rs_no3’ /
&nml_restart name=’Phytoplankton’, file_base=’result/rs_PhyPl’/
&nml_restart name=’Zooplankton’, file_base=’result/rs_ZooPl’/
&nml_restart name=’Detritus’, file_base=’result/rs_Detri’/
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Table19.1 Parameters used for the NPZD ecosystem component (NPZD).

variable name description units default value
alphabio Initial slope of P-I curve (Wm™2)~Tday! 0.1d0
abio Maximum growth rate parameter day~! 0.2d0
bbio Maximum growth rate =a * b ** (¢ * T) 1.066d0
cbio 1.d0
PARbio Photosynthetically active radiation 0.43d0
dkcbio Light attenuation due to phytoplankton m~T (molm~3)~! 0.03d3
dkwbio Light attenuation in the water m™! 0.04d0
rk1bioNO3 Half-saturation constant for NO3 uptake molm™> 0.7d-3
rk1bioP04 Half-saturation constant for PO4 uptake molm™ 0.0d0
alpha_ou Fitting constant for Optical Uptake kinetics 0.19d0
gbio Maximum grazing rate day™! 1.575d0
epsbio Prey capture rate (molm~3)~2 day ! 1.6d6
phiphy Specific mortality/recycling rate 57! 0.014d0
phiphyq Quadratic mortality rate (molm™)~! day_1 0.05d3
a_npz Assimilation efficiency 0.925d0
phizoo Quadratic mortality of zooplankton (molm~3) T day! 0.34d3
d_npz Excretion day‘l 0.01d0
remina Remineralization rate day™! 0.048d0
w_detr Sinking velocity mday™! 2.0d0
fac_wdetr Arbitrary parameter for numerical stability. 3.d0

When the concentration of detritus in the n+1 st level is higher

than fac_wdetr times that in the n th level, w_detr is set to

0 between n and n+1 level.
c_mrtn Dimensionless scaling factor for Martin et al. (1987) 0.858d0

Phi(z) = Phi(zo) * (z/dp_mrtn)**(-c_mrtn)
Rcn Molar elemental ratio (C/N) 7.d0
Ron Molar elemental ratio (O,/N) 10.d0
Rnp Molar elemental ratio (N/P) 16.d0
dp_euph Maximum depth of euphotic zone m 150.d0
dp_mrtn Characteristic depth of martin curve m 100.d0
dp_eprdc The depth where the bio-export is diagnosed. m 100.d0

This value should be less than dp_mrtn.
Rcaco3poc CaCOs over nonphotosynthetic POC production ratio 0.03d0
Dcaco3 CaCOj3 remineralization e-folding depth m 3500.d0
shwv_intv_sep Interval for calculating the irradiance and light-limited growth min 600.d0

rate. This must be a divisor of the time step for tracer.

19.7 Program structure

ogcm__ini

+-- ptrc_ctl__ini

+-- ptrc__ini

+-- cbn__ini

+-- cbn__ini_history

+-- tracer__ctl__ini

+-- tracer__ini

+-- bio__ini
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+-- bio__ini_history

ogcm__run

+-- part_1

+-- ptrc_ctl__main

+-- ptrc__surfflux

+-- cbn__set_xco2a

|

|

| |

| +-- cbn__calc_virtual_flux
| |

| +-- cbn__calc_co2_flux

|

|

|

+-- co2flux_mocsy

+-- ptrc__predict_surf

+-- cbn__predict_surf

+-- tracer_ctl__predict

+-- tracer__internal_source

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
| |
| +-- bio__predict
|
+-- hist_ctl

|

+-- hist_ctl__write

+-- cbn__write_history
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Chapter 20

Inert tracers

This chapter explains inert tracers implemented in MRI.COM. In general, to include an inert tracer in a model integration,
you need to specify the model options and tracer attributes corresponding to that tracer. General explanation on how to
specify attributes of a tracer is given at Section 13.3.

20.1 Ideal age tracer

Ideal age of a water mass is the time in year since it last contacted with the sea surface. This tracer is introduced by
England (1995).

20.1.1 Source / Sink term

Source and sink of an age tracer a [year], is expressed as follows. In the oceanic interior,

da 1
= __ , 20.1
ot Ala) + Da) + the total number of seconds of this year year/sec (20.1)

where A() and D() represent advection and diffusion operator, respectively. Note that the r. h. s. depends on whether it
is leap year or not. The tracer ages slowly in leap years than in normal years.
At the sea surface, the ideal age is set to zero:

a(k=1)=0. (20.2)

20.1.2 Usage

Required Model option IDEALAGE

Required Add one to numtrc_p

Required Restart file for passive tracer (nmlrs_ptrc) (See Section 19.6)

Required Name for nml_tracer_data is 'Ideal Age Tracer’ (See Section 13.3)

Optional Namelist nm1_tracer_idealage_start to specify the base date and time [year, month, day, hour, minute,
second] for the age of water.

20.2 CFCs

MRI.COM can treat CFCs (CFC11 and CFC12) following the protocols of OMIP (Orr et al., 2017). There is no source
and sink for CFCs in the interior.

20.2.1 Surface boundary condition

The CFCs have air-sea gas fluxes at the sea surface as the source. Their dissolved concentrations [A] [mol m~3] evolve
according to the advection (A()) and diffusion (9 ()) in the oceanic interior,

Sl — (A + DAY + (141, 203)
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J () represents source/sink due to the air-sea gas fluxes F([A]) at the sea surface,

o(iap = SAD, (204
with
F(A) = ko ([l - [AD), 205)

where k,, is its gas transfer velocity, [A],, is the surface gas concentration in equilibrium with the atmosphere at an
atmospheric pressure at the surface (P,). k,, is a function of wind velocity, surface temperature, and atmospheric pressure
at the sea surface. [A]y is given by

[Alar = $%xa, (20.6)

where x 4 is its mole fraction in dry air. The combined solubility term ¢?4 is computed using the empirical fit of temperature
and salinity. See Orr et al. (2017) for further details.

20.2.2 Usage

Required Model option CFC

Required Add two to numtrc_p

Required Restart file for passive tracer (nmlrs_ptrc) (See Section 19.6)

Required Names for nml_tracer_data are 'CFC11’ and ’"CFC12’ (See Section 13.3)

Required Namelist nml_force_data to specify partial gas pressure (See Section 14.10)
file_data File that contains mole fraction in dry air of CFC11 (and CFC12) [ppt]
name CFCI11 (and 12)
txyu t

20.3 SF¢

The calculation of SF¢ also follows the protocols of OMIP (Orr et al., 2017). However, the formula for k,, in SF6 is not
given in (Orr et al., 2017), so we use (Wanninkhof, 2014) as the latest formula to replace it.
The formulation of SFg is nearly the same as CFCs. Only the coefficients of the empirical fit differ.

20.3.1 Surface boundary condition
See Section 20.2.1, where CFCs should read SFg.

20.3.2 Usage

Required Model option SF6

Required Add one to numtrc_p

Required Restart file (nmlrs_ptrc) (See Section 19.6)

Required Names for nml_tracer_datais 'SF6’ (See Section 13.3)

Required Namelist nm1_force_data to specify partial gas pressure (See Section 14.10)
file_data File that contains atmospheric SFg [ppt]
name SF6
txyu
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Atmospheric model

21.1  Coupling with an atmospheric model

MRI.COM can be coupled with an atmospheric model (e.g., Yukimoto et al., 2019). MRI.COM exchanges information
necessary to drive this coupled model with the atmospheric model at specified time intervals via Scup (Yoshimura and
Yukimoto, 2008) in the coupled mode. The ocean model receives all kinds of surface fluxes from the atmospheric model
and the surface oceanic state such as sea surface temperature, surface oceanic current, and sea ice state, are transferred to
the atmospheric model. The coupling interval is usually longer than the time step of the ocean model and the fluxes are
kept fixed in the ocean model during the coupling cycle. See Section 17.11 for details of flux adjustment for conserving
heat and fresh water fluxes by correcting errors caused by interpolation and sea ice evolution during the coupling loop.
Work flow is summarized as follows:

1. Receive atmosphere-ocean and atmosphere-sea ice fluxes for the current coupling cycle from the atmospheric
model.

2. Adjust the fluxes to compensate for errors associated with the interpolation between the numerical grids of the
atmospheric model and the coupled sea ice-ocean model.
(a) Adjust the fluxes to compensate for errors associated with the sea-ice time integration within the current

coupling cycle.

(b) Time integration of the coupled sea ice-ocean model.
(¢) Go to the next step 3 if the current coupling cycle has finished. Otherwise, go back to the step 2a.

3. Send the surface ocean and sea ice states to the atmospheric model and go back to the step 1.

21.1.1 Serial and parallel executions

The surface fluxes at air-sea and air-ice interfaces are calculated in the atmosphere model and sent to the ocean model
via coupler in the standard way for the coupled atmosphere-ocean model in the Meteorological Research Institute. The
atmosphere model uses an initial snapshot of each coupling cycle of ocean state variables such as SST and sea ice
concentration required to calculate surface fluxes. In order to conserve the heat and freshwater of the atmosphere-ocean
system, the sea surface heat and freshwater flux imposed on the ocean model must be the time mean of an coupling cycle.
We need to serially integrate the atmosphere model and then the ocean model if we want to impose the surface fluxes in
the same coupling cycle on the ocean model.

Such a serial execution tends to waste computational resources because one model must wait for the other model to finish
its time integration. Therefore, the surface fluxes averaged over the previous coupling cycle are usually imposed on the
ocean model. By doing so, the information required for time integration of both atmosphere and ocean models is known
at the beginning of each coupling cycle, enabling efficient parallel computing. Strict heat and freshwater conservations
are not available because of the delay of surface fluxes imposed on the ocean model, but we can minimize its undesirable
effects by using the adequately small coupling interval. Users can specify either the serial execution or parallel execution
in the Scup runtime options. Refer to Yoshimura and Yukimoto (2008) for more details of Scup.

21.1.2 Time integration from an initial state

When a coupled model is integrated from an initial state, the parallel execution noted in the previous section is not
available because the previous coupling cycle does not exist there. We recommend that users serially run the atmosphere
and ocean models for the first coupling cycle and run the models in parallel for the subsequent cycles in this case. The
users need to specify an Scup run-time option for this function and also need to set £1g_send_initial_to_agcm in
namelist nml_cgcm_scup .true. (Table 21.1). The second and subsequent runs can be executed in the parallel mode from
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the first coupling cycle because Scup restart files contain the temporal mean of surface fluxes in the last coupling cycle of
each preceding run. Note that f1g_send_initial_to_agcm must be .false. in these restart runs.

21.2 Usage
21.2.1  Compilation

You must specify model options SCUP and SCUPCGCM in configure.in.

21.2.2 Job parameters (namelist)

MRI.COM parameters associated with the atmosphere-ocean coupling are specified by namelist nm1_cgcm_scup. The
coupled atmosphere-ocean model also requires a namelist file NAMELIST_SCUP that specifies configurations of variables
exchanged between the atmosphere model and MRI.COM.

Table21.1 Namelist nml_cgcm_scup.

variable name units description usage
intkt_loop hour (integer) | Time interval of a coupling cycle default =1
flg_get_12o0 logical Receive heat and freshwater fluxes from | default = .true.
river and glacier runoff models or not
flg_carbon logical Couple carbon cycle default = .true.
flg_send_initial_to_agcm logical Serial execution in the first coupling cycle | default = .false.

—268 -



Chapter 22

Nesting

In MRI.COM, embedding of a fine-resolution regional model within a coarse-resolution model can be realized by nesting
method. The available methods range from a serial execution of a coarse-resolution (parent) model writing a boundary data
and a fine-resolution (child) model reading it (off-line one-way nesting) to a parallel execution of both models exchanging
data in both directions (on-line two-way nesting), as summarized in Table 22.1.

This chapter explains facilities available in MRI.COM for nesting, and how to construct and run a set of coarse- and
fine-resolution models. Section 22.1 explains outline of the nesting function, Sec. 22.2 how to create sub-model grid and
topography, and Sec. 22.3 communication between the models. Section 22.4 describes optional features for conservation
of variables in nesting experiments, and Sec. 22.5 optional features for improving stability near the side boundaries.
Finally, Sec. 22.6 explains how to set configuration options for users. Usage of nesting in the sea ice model and the tidal
scheme is described in Section 17.12 and 18.4, respectively.

22.1 Outline

In a set of nested grid models, a fine-resolution (child) model is embedded in a coarse-resolution (parent) model. In
one-way nesting, values at the side boundary of the child model are given by the parent model. The side boundary data
may be transferred both off-line and on-line. In off-line mode, the data needed to calculate side boundary values are
written to files by first running the parent model, and the child model is executed reading these data and calculating the side
boundary values by interpolation. In on-line mode, parent and child models are run in parallel. Simple coupler (Scup),
which is originally developed by Yoshimura and Yukimoto (2008) for the communication among components of the MRI
Earth System Model, is used to transfer data.

In two-way nesting, in addition to the transfer of the side boundary data from parent to child model, the result of the
child model is reflected to the parent model in the embedded region. Data are exchanged on-line and Scup is used for data
transfer.

The boundary between parent and child models are formed by connecting either the tracer points or the velocity points
of the Arakawa B-grid arrangement (Figure 22.1). Table 22.1 shows the side boundaries suited for the available nesting
methods. From experiences, we recommend setting the tracer points as the side boundary for one-way nesting (imposing
Dirichlet boundary condition for the sea surface height and tracer equations) and the velocity points as the side boundary
for two-way nesting (imposing Neumann boundary condition for the sea surface height and tracer equations). In one-way
nesting, the child model is quite stable when the side boundary is set to the tracer points. In two-way nesting, imposing
the conservation on water volume and tracer content for the set of parent and child models is more straightforward when
the side boundary is set to the velocity (flux) points.

To be able to treat both side boundary conditions with a single topographic configuration, the domain of a child model
is constructed by taking tracer points as the boundary of the main region (Figure 22.1a). Inside the boundary, the same
topography as the parent model should be given for at least one parent grid cell, as written in Sec.22.2. By doing so,
we may use the velocity points located inside the boundary by a half parent grid width as the parent-child boundary for
two-way nesting (Figure 22.1b). The model domain needs additional two rows or columns of velocity cells outside the

Table22.1  Nesting methods available in MRI.COM and the recommended side boundary of a child model in each
method. It should be noted that the region and the topography of a child model must be made as if tracer-points are
used as the side boundary.

] model run H on-line (coupler) \ off-line (file I/O) \
one-way nest || tracer point tracer point
two-way nest || velocity point unavailable
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22.2  Grid and Topography

main region along each side boundary (hereinafter referred to as halo; the region shaded by dark green in Figure 22.1a).

Whether the side boundary of the child model is the tracer points or the velocity points, three columns or rows of the
parent model are sufficient for a child model to fill both halo and boundary regions. Here, the boundary region refers to
a region inside the boundary of the main region by one grid of the parent model. For example, 71 — T3 and U; — U3 in
Figure 22.1 are sufficient for filling the southern boundary (except for one-to-one nesting). In off-line one-way nesting, the
parent model outputs the three columns or rows to files, and the child model reads them. In on-line nesting, the mapping
table between parent and child grids should be prepared for the Scup library. The Scup library exchanges only necessary
data among MPI processes of different models.

In this way, prognostic variables at the side boundary of the child model are directly replaced by those from the parent
model. This is usually called the clamped method (Cailleau et al., 2008). This method does not guarantee conservation of
tracers in contrast to the method where fluxes are imposed at the boundary, but the integration is quite stable.

(a) tracer-point boundary (b) velocity-point boundary

X : tracer @: velocity
— : child-model boundary

Figure22.1 Relation between parent (large symbols) and child (small symbols) grid points. The region shaded with
blue (green) is the main region of the child (parent) model. The boundary of the main region is indicated by the red
lines. In (a), the tracer points, and in (b), the velocity points, are set as the boundary between the two models. The
domain of the child model should be constructed to include the dark green area, which is expanded outward by two
velocity cells from the tracer point boundary (red line in (a)). This expanded region is used as halos for the main
region. Variables in the halo region are obtained by using values of the parent model. Thus, for the southern boundary,
three rows (77 - T3 and U - U3) are sent to the child model from the parent model in both case (a) and (b). In two-way
nesting, variables in the main region of the child model shown in (b) are sent to the parent model, except on the
boundary line (red line).

Multistage nesting is available in MRI.COM, and on-line nesting and off-line nesting can be used together. This
flexibility makes various kinds of experiments possible, e.g., a double on-line nesting experiment using global, North-
Pacific, and Japanese coastal models, or an off-line one-way nesting experiment of a Japanese coastal model reading the
side boundary values from an on-line nesting experiment for a set of global and North-Pacific models.

22.2 Grid and Topography

22.2.1 Parent (coarse-resolution) model

There is no particular issue in constructing the parent model. Because the grid size ratio between the child and parent
models must be odd, the grid size of the child model may be taken into account in determining the grid size of the parent
model. A grid size ratio of 1:3 or 1:5 is recommended.
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22.2.2 Child (fine-resolution) model

a. Horizontal grid size

The domain of a child model is constructed by taking the tracer point as the boundary of the main region (the red line
in Figure 22.1a) and adding the halo region (the dark green region), even if the velocity-point boundary will be used.
Determining the grid arrangement of the child model and the corresponding parent model region (77 , U; in Figure 22.1a)
is complicated, depending on presence or absence of the side boundaries and the ratio of grid division, as seen below.
Users are advised to use the MXE package tool (prep/nest/topo, prep/offnestsub) to determine the grid size and
other settings. With this tool, users can not only divide the parent model grid by a constant ratio, but also change the
division ratio depending on the location.
Details of the horizontal grid division are as follows.

* the main internal region
The distance between the velocity points of the parent model (i.e., T-cell) is divided equally in the main region of
the child model (the blue region in Figure 22.1a). Thus, the T-cell arrangement is constructed, and then the velocity
cell, which represents the model topography, is created. (Only when the parent model grid width is constant and
the division ratio is constant, it can be considered that the velocity cell of the parent model is simply divided into
equal parts.)

* the western and southern halo region
There should be always two marginal velocity cells outside the main region, as shown by the dark green region in
Figure 22.1a. The grid range of the parent model used to interpolate the values there depends on the division ratio.

* the eastern and northern halo region
There should be two marginal velocity cells. However, if the boundary is filled by land and does not receive
boundary data, one marginal velocity cell will be enough. The corresponding grid range of the parent model
depends on the division ratio.

Our nesting scheme does not support division of the vertical layers. The same vertical grid intervals as the parent model
must be used. The number of the model layers can be reduced, if the deepest topography of the child model is shallower
than that of the parent model. (If a user prepares boundary data interpolated vertically, it is possible to run the child model
with different vertical grid intervals by using the off-line nesting option.)

b. Topography of the child model

To achieve flux conservation, the child model should have the same topography as the parent model around the side
boundary of the child model. It is recommended that the topography of the child model should have the same topography
as the parent model for two parent velocity cells inward and one parent velocity cell outward relative to the boundary of
the main region constructed by connecting tracer points (Figure 22.2).

c. Weighting ratio between parent and child models

For smoothness, prognostic values of the child model around the side boundary may be given as a weighted average of the
solutions of the parent and child models. For variable ¢ at a grid point with index (i, j),

¢f§lild = aij¢); + (1 - i) ¢, (22.1)

where ¢ is the value for the child model, ¢” is the parent model solution interpolated on the child grid, ¢¢ is the child
model solution, and « is a spatially dependent weight between parent and child solutions.

Although this weight is introduced for a smooth transition from parent to child model solution, we recommend that the
weight for the parent model to be unity in the halo and at the boundary of the main region and zero elsewhere. Instead,
this weight is used to specify the boundary between the main regions of parent and child models. When the boundary is
at the tracer points, the weight for the parent solution should be unity in the dark green region of Figure 22.1a. When the
boundary is at the velocity points, the weight for the parent solution should be unity in the dark green region of Figure
22.1b. Weight must be prepared separately for the tracer and velocity points. (Incidentally, a radiation boundary condition
may be imposed by elaborating weight values.)
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(b)
iorj

123456789101
depth

halo main
region  region

@ parent model bottom
| parent model U-box boundary
« chile model bottom

X ! tracer @®: velocity

Figure22.2  (a) Condition on the topography of the child model around the side boundary. The topography of the
child model should have the same topography as the parent model for two parent velocity cells inward (dark blue) and
one parent velocity cell outward (light blue) relative to the boundary of the main region constructed by connecting
tracer points (red rectangle). (b) Bathymetry near the boundary of the child model, when the grids of the parent model
are divided by a factor of 3.

22.3 Intermodel transfer

Communication between models is both downscaling and upscaling in two-way nesting, whereas only downscaling in
one-way nesting.

22.3.1 Downscaling

In the downscaling from parent to child model, the method of data transfer and interpolation is different between tracer
point and velocity point.

a. Tracer points

It is straightforward to do a linear interpolation for variables on tracer points. Figure 22.3 shows the relative positions
of tracer points of parent and child models. Because topography is common between parent and child models around
the side boundary, all child tracer points in an ocean velocity cell of the parent model (bounded by the red rectangle) are
ocean points. Values on these child tracer points are computed by using values at the four corner tracer points of the
ocean velocity cell of the parent model (@ in Figure 22.3). All of the four corner points are always available for bilinear
interpolation to compute the tracer values of the child model. Thus, assuming that parent and child grid points coincide
at (ip, jp) and (ic, jc), the tracer value at (i. +m, j. +n), where (0 <m < M) and (0 < n < N), and M and N are the
zonal and meridional nesting ratios, is computed as follows:

¢ic+m,jc+n = (1 - Wx)(l - Wy)¢f-;,jp + Wx(l - Wy)¢f:’+1’jp + (1 - Wx)wy(pll';’jp_,_l + way¢ll';+1,jp+ls (222)
;p+1 - xfp) and wy, = (y;cm - y;.p)/(y;.erl - x;.p), x" and y’ represent the tracer point in
zonal and meridional coordinates, respectively.

where w, = (xlfc+m - xt’.p)/(x

b. Velocity points

Figure 22.4 shows the relative positions of velocity points of parent and child models. Unlike the tracer points, all of the
four parent velocity points surrounding a child velocity point are not necessarily ocean points. When all parent grid points
are ocean, bi-linear interpolation can be applied.

A problem arises for velocity points of the child model between an ocean point and a land point of the parent model
(shaded by blue in Figure 22.5a), because only data at a single point is available for interpolation. The same problem also
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Figure22.3 Relative positions of tracer points of parent and child models (@ and o, respectively), coinciding at (i, j)
and (i¢, jc). The red and blue frames indicate U- and T-boxes in the parent model, respectively. M and N are the zonal
and meridional nesting ratios.

arises for a velocity cell that has a partial velocity cell at its neighbor. The velocity for the partially blocked part (shaded
by purple in Figure 22.5a) should be treated separately from the upper unblocked part.

In this case, the child model velocity perpendicular to the coast line (1) is assumed to be zero at the coast and linearly
interpolated from the nearest ocean grid point of the parent model (Figure 22.5b). The component tangent to the coast line
(v€) s set to the same value at the nearest ocean grid point of the parent model (Figure 22.5¢). By doing so, the interpolated
velocity field yields nearly the same transport along the coast line as the parent model. To be specific, when the parent
model has a partially shaved bottom cell at (i, — 1, j,, k), velocities of the child model between x* (i, — 1) < x*(i) < x*(i})
are computed as follows:

u (i) =wxu5 +(1- wx)uf Ry (22.3)
] P
ve(i) =wxv5; +(1- wx)vl(;_l, if x"(i) < x'(ip) (22.4)
. Azi, 1k Azi k= Azi 1k
uE (i) =2 (o (1= wu? )+ —k T (22.5)
Az; p p Azi ok »
P> P>
Azi,—1,k Azi, k= AZip-1,k
V(i) =2 (wv? 4 (1= w P ) ¢ — 2 TP if x'(ip) < x"(i) (22.6)
Az, ip ip=l Az, k 'p

where wy = (x*(i) = x"(ip — 1))/ (x*(ip) —x"(ip, — 1)) and w = (x" (i) = x" (i) / (x* (ip) — X" (i}p)).

To apply this method to the barotropic transport, the barotropic transport is first divided by the height of the water
column to obtain the vertically uniform barotropic velocity. This velocity is given to all the velocity points in the water
column and then the same method as used for the 3-D velocity field is applied.
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Figure22.4 Same as Figure 22.3 except for velocity point.

22.3.2 Upscaling

In two-way nesting, values of the parent model in the child model’s main region are filled with those based on the child
model. The region to receive feedback in the parent model is the main region of the child model excluding the boundary
line (inside the red line of Figure 22.1b). MRI.COM has two options for upscaling, replacement and nudging.

a. Replacement

One option is to simply replace variables of the parent model by those of the child model. Ideally, fine scale features that
cannot be resolved by the parent model should be removed in upscaling. In MRI.COM, simple averaging within a parent
grid is used (averaging over blue rectangle in Figures 22.3 and 22.4), though more sophisticated filters have been proposed
(e.g., Debreu et al., 2012). Because applying a full averaging for the entire embedded region is costly in terms of data
transfer between models, a full averaging is only applied to the 2 to 3 grid points inside the parent-child boundary,

¢£’JPZMXNZ¢§’j’ e —im <i<ic+im and je—ju <j < je+ ju (22.7)
L]

where i,, = (M —1)/2 and j, = (N — 1) /2. For the region further inside the boundary, values on the child grid points that
coincide with the parent grid points may be used without filtering,

¢ll.;’jl’ = ¢,€.,<,-(.’ xt(ip) =x' (ic) and yt(jp) = yt(jc)- (22.8)
This treatment does not cause a problem because this inner region away from the boundary does not affect the temporal
evolution of the physical field in the main region of the parent model. (There is an option to omit communication in this
inner region for speeding up, f1g_feedback_repl_bnd.)
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Figure22.5 Interpolation of the parent model velocity to the child grid with bottom topography. (a) For velocity
points of the child model between an ocean point and a land point of the parent model (shaded with blue or purple),
only one data is available for interpolation. Examples of (b) normal and (c) tangential component of velocity relative
to the coast line (red arrows). For an ocean velocity cell next to a partial cell, the cell is divided into a part blocked by
a wall and a part unblocked (green point). Linear interpolation is used for an unblocked part and special treatment is
applied to the blocked part (purple arrows). The velocity is obtained as a weighted average of the two parts.

b. Nudging

Nudging is another option to reflect the child result to the parent model. In MRI.COM, tracer values of the child model
may be used as reference values (¢‘C’) to which parent tracer fields (¢”) are nudged,

opP 1

L= ——(¢P — ¢P), 22.9
G =07~ 90) (229)

where v is a restoring time scale usually taken to be very small, about 0.1 day. Only tracer fields are corrected in the parent

model. Neither velocity nor sea surface height is modified. Our assumption lying behind this treatment is that reflecting

only slowly evolving quasi-geostrophic baroclinic fields is enough for a parent model in many applications.

22.4 Conservation

Conservation of sea water volume and scalar quantities are generally preferable. This is especially so for the case of
climate applications with long-term integration. To achieve this in nesting, MRI.COM has options to adjust side boundary
and surface fluxes in the child model, or source / sink due to nudging in the parent model.

22.41 Side boundaries

Adjustment of the flux at the side boundary is performed as follows. Consider an evolution equation for a quantity ¢ in a
simple flux form:

o¢
— =-V-f, 22.10
ER ( )
where f = (fx, f,), which are due to either advective or diffusive fluxes. Integration (22.10) over each model’s main region
(Figure 22.6) gives
0P a¢
Q-w
—C = —dS=- fP - ndl 22.11
ot /Q_w ot /ag n ( )
for parent model’s main region and
00¢ .
@ = a—¢dS = —/ f< - ndl (22.12)
ot » Ot dw
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for child model’s main region. If integral values of the flux normal to the boundary (that is, r.h.s.) cancel between parent
and child models, the sum of integral values of the tendency of ¢ in each model’s main region is conserved,

0g, , I,
ot + 7 =0. (22.13)

However, this conservation does not always hold owing to discretization. Some adjustment is needed.

In MRI.COM, conservation of water volume and tracers is achieved by adjusting boundary fluxes computed in each
model. Different approaches are taken for advective and diffusive fluxes.

For advective fluxes, fluxes of the child model are adjusted to match those of the parent model. Fluxes for tracer cells of
the child model (fy') are area-integrated along the side boundary section over the width of a tracer cell of the parent model
(Figure 22.7a),

F(ip) = Z FEG) XA (D), i —im <0 < i +im, (22.14)
i

where As¢ is the area of the side boundary of a tracer cell of the child model and i,,, = (M — 1)/2. This is compared with
the flux for the tracer cell of the parent model ( fyp ) (Figure 22.7b),

FP(ip) = fP(ip) X AP (ip), (22.15)

where As? is the area of the side boundary of a tracer cell of the parent model. On the basis of this comparison, fluxes of
the child model are adjusted using a quantity f{’ i (ip) given by

£ ilip) = (FE (i) = FE (i) /ASC (i), (22.16)
where
AS€(ip) = Z AsC (i), ic—im <i<ic+ip. (22.17)
The adjusted flux fy mod 18 given by
I3 mod @ = [ D+ 17 (p)s e —im <@ e +im, (22.18)

so that the flux integral in the child model equals the parent model flux for parent’s tracer cell.
For diffusive fluxes, the sum of fluxes in the child model (f) may be given to the parent model instead of adjusting the
child model flux to the parent model flux as in the advective fluxes (Figure 22.8),

FY mod(p) = 1% moa(p)As” (jp) = fo(j) XAs())s Je=Jn £ J < je ¥ Jn- (22.19)
J

F? 0a(jp) replaces the flux calculated on the parent grid F¥ (j,) at the boundary.
The flux adjustment should be applied to any horizontal flux of volume and tracers. Currently, this is implemented in
the following fluxes:

* Volume flux in the 3-D continuity equation

* Advective volume flux in the 2-D continuity equation (both barotropic and baroclinic time step)

* Diffusive volume flux in the 2-D continuity equation (both barotropic and baroclinic time step)

* Tracer advection flux by Second Order Moment and MPDATA schemes

* Tracer diffusion flux by horizontal diffusion

* Tracer flux by isoneutral transport scheme (isoneutral diffusion plus Gent-McWilliams parameterization)

* Sea ice advection plus diffusion flux (area fraction, volume, thermal energy) with some special treatment. See
Chapter 17 for details.

22.4.2 Surface fluxes

In order to impose conservation on some properties in a set of nested models, surface fluxes must be also taken into
account.
In MRI.COM, you may impose conservation condition for the following cases by adjusting the net surface flux.

* Volume of sea water in an ocean-only mode (WADJ option).
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Figure22.6 Schematic for considering conservation in a system of coarse and fine grid models. The coarse grid
(parent) model region is denoted by Q and the fine grid (child) model region is denoted by w. The boundary between
models is denoted by I'. These notations follow Figure 1 of Debreu et al. (2012).

—

difference divided by
+ + + total cross sectional area

Figure22.7 Schematic explaining flux adjustment for a child model. In this zonal-vertical section, tracer points
coincide at i, and ic. (a) Meridional fluxes are computed in the child model using the values interpolated from the
parent model. Flux is integrated over the corresponding parent grid and this is compared with that of the parent model
(b). (c) Difference between the integrated fluxes is divided by the integration area (unit parent grid area) to give flux
correction for the child model (pink).

 Salt content in the ocean - sea ice system in any mode (1_sss_rst_cnsv = .true. in namelist nml_sss_restore)
» Heat content and volume of sea water in a coupled mode (SCUPCGCM and NPUTFLUX options for parent and NGETFLUX
option for child)

For example, to conserve sea water volume in the system (WADJ option), a globally constant adjustment factor fy, ,q; is
used so that

/Q (S + fwag))dS + / (fw + fwag)dS =0, (22.20)

where £ and fS represent total surface water fluxes of parent and child models, respectively. The adjustment factor is
given by

fWadj=—(L_wfﬁdS+LfﬁdS)/(S9_w+Sw), (22.21)

where Sq_., = fQ—w dSand S, = /w ds.
To avoid a drift of total salt content of the system (1_sss_rst_cnsv = .true. in namelist nml_sss_restore) in the
case of surface salinity restoring, a globally constant adjustment factor f;,q4; is used so that

/Q (F + fuag)dS + / (f + foag)dS = 0, (2222)
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Figure22.8 Computation of parent model’s zonal diffusive flux across the boundary, coinciding at j, and j. in terms
of the tracer point. In this case, the sum of diffusive fluxes of the child model (green) is used as the diffusive flux for
the parent model at j,. This is contrasted with the advective flux (blue) where the parent model flux is used to adjust
the child model flux.

where P and £ represent surface salinity flux due to restoring in parent and child models, respectively. The adjustment
factor is given by

Fag==( [ grass [ feas)/(Sa-0+S0), (2223

When a set of nested grid models is coupled with an atmospheric model (SCUPCGCM and NPUTFLUX options for parent
and NGETFLUX option for child), the sum of sea surface heat flux of the ocean model must equal that of the atmospheric
model. To achieve this, a globally constant adjustment factor f; adj is used so that

/Q _w( 2 Lgag)dS + /w (f£ + faog)dS = /Q fads, (22.24)

where fqp s f; ,and fq“ represent net surface heat flux in parent oceanic, child oceanic, and atmospheric models, respectively.
The adjustment factor is given by

Jaudi = [/Q fqds - (‘/S;—w f4dS + /w qudS)]/(Sg_w +5,). (22.25)

Jau di is used to offset the net longwave flux in the ocean models.
These adjustments are applicable only to on-line two-way nesting by using pre-communicator of Scup.

22.4.3 Nudging

To conserve the total amount of tracer of the parent model when a tracer of the parent model is nudged toward that of the
child model, an additional flux adjustment is needed. A globally constant adjustment factor SZ;J. is added to the right hand
side of (22.9) so that

1 ¢
/w[—;(qsp — $g) +SyyildV = 0. (22.26)
The adjustment factor is given by
1
Sbi = /w (97 =60V Vo, (22.27)
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where V,, = /w dV. By doing so, nudging only changes the distribution of the tracer in the parent model without
affecting its total amount. MRI.COM offers this adjustment as an option (f1g_feedback_cnsv_ndg = .true. in namelist
nml_nest_par).

22.5 Stabilization of parent-child boundaries

Appearance of noises and discontinuity around the parent-child boundary is almost unavoidable. It is a common practice
to set a "sponge" region around the boundary to reduce them. (The word "sponge" is used because it works to relieve
shock.) Several methods are available for MRI.COM.

22.5.1 Giving 2-D distribution of diffusion and viscosity coefficient

A simple choice would be to give 2-D distribution of time-invariant coefficient for diffusion and viscosity operators that
have been selected for each model. For example, when a common operator is selected for both parent and child models,
the coefficients of the child model should be the same as those of the parent model around the side boundary to obtain
similar results there. The coefficients in the boundary region should be connected smoothly with the small coefficients in
the interior.

Among the mixing operators available in MRI.COM, the additional harmonic viscosity is most effective for getting
a smooth solution around the parent/child boundary. However, this scheme should be used with caution because the
harmonic viscosity may even damp resolved processes of the parent model. These additional diffusivity and viscosity are
available, whether nesting is one-way or two-way.

22.5.2 Scheme specialized for two-way nesting

MRI.COM has some schemes specialized for two-way nesting in order to make the model stable.

a. Parent model

A parent model can use an additional Laplacian operator for both velocity and tracer. This operator may be applied to the
velocity points on the boundary (red line in Figure 22.9) and to the tracer point (blue line) just outside the feedback region
where parent-model values are upscaled (replaced) by child-model values (light blue region). Laplacian is calculated in
the direction perpendicular to the boundary.

X tracer @: velocity

Figure22.9  Same as Figure 22.1b except for indicating of sponge regions for a parent model. Laplacian diffusion
and viscosity operators are applied in the blue and red bands, respectively.

-279 -



22.6 Usage

b. Child model

For a child model, Laplacian operator is applied to the difference between the child value and the parent value mapped on
the child grid in the sponge region following Section 2.5 of Debreu et al. (2012),

09
at
where ¢€ is the child model value, ¢4, is the parent value mapped on the child grid, and « is viscosity/diffusion coeflicient.

The operator is prepared for velocity and tracers. The width of the sponge region is two parent velocity cells from the
boundary constructed by connecting tracer cells (region shaded with purple in Figure 22.10).

V- k(6 - 65), (22.28)

X tracer @: velocity

Figure22.10  Same as Figure 22.1b except for indicating of sponge region for child model. Laplacian diffu-
sion/viscosity operator is applied to the difference between child and parent values in the region shaded with purple.

22.6 Usage
22.6.1 Offline one-way nesting (OFFNESTPAR, OFFNESTSUB option)

a. Compilation

The model option for the parent model is OFFNESTPAR (OFFline-NESTing PARent), and that for the child model is
OFFNESTSUB. These model options and the model name should be specified in configure.in.

b. Runtime specification for the parent model

At run time, namelists nml_parentmodel_grid (Table 22.2) and nml_parentmodel_package (Table 22.3) must be
specified. They are read by Parent/parent_common.F90 on execution. Users should set the namelist based on the MXE
tool (prep/offnestsub). See docs/README_Namelist.md for details.

Following files are output from the parent model to be read by the child model.

* Three rows or columns of data for each side boundary of specified packages. For package (package_name),
‘uv’, barotropic’, ’active_tracer’, 'passive_tracer’, 'vmixcoef’, ‘nohkim’, 'my25’, ’gls’, ’ice_thermodynamics’,
“ice_dynamics’, and ’tide’ are available.

* Land-sea index of the parent model (file_parent_sea_index_out).

* Latitude and longitude of the parent model (file_parent_grid_out).

The daily output of side boundary data will work in running the child model.
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Table22.2

Namelist nml_parentmodel_grid for the off-line parent model

variable name

description

usage

sub_region_ifirst

the western end point in the parent model to be
used to interpolate data (T-point)

sub_region_ilast

the eastern end point in the parent model to be
used to interpolate data (T-point)

sub_region_jfirst

the southern end point in the parent model to be
used to interpolate data (T-point)

sub_region_jlast

the northern end point in the parent model to be
used to interpolate data (T-point)

dx_ratio_w

refinement ratio at west boundary

odd number, zero for no nesting
along this side

dx_ratio_e

refinement ratio at east boundary

odd number, zero for no nesting
along this side

dy_ratio_s

refinement ratio at south boundary

odd number, zero for no nesting
along this side

dy_ratio_n

refinement ratio at north boundary

odd number, zero for no nesting
along this side

file_parent_sea_index_out

land-sea index of the parent model

file_parent_grid_out

latitude-longitude of the parent model

Table22.3 Namelist nml_parentmodel_package for the off-line parent model

variable name

description

usage

package_name

file_root_name

root name of the output boundary data files

bndr_dt_sec

time interval [sec] of output

must be multiple of model time step

nrec_first

the first record number of the output files

=1 create new file
> 1 : append to old file

1 write_initial state

.true. :

output initial state

.false. : do not output initial state

c. Runtime specification for the child model

Atruntime, namelists nml_submodel_grid (Table 22.4), nm1_submodel_bnd_cnd (Table 22.5), and nml_submodel_package
(Table 22.6) must be specified. They are read by Sub/sub_common.F90 on execution. See docs/README_Namelist.md

for details.

To run the child model, prepare the following two data files:

e file_sub_wgt_t: The contribution ratio between parent and child models around the boundary (T-point),
e file_sub_wgt_u: The contribution ratio between parent and child models around the boundary (U-point).

In addition, produce the following files by running the parent model:

e file_root_name in nml_submodel_package: Three rows or columns of the necessary elements at each side

boundary,

e file_parent_sea_index: Land-sea index of the parent model,
e file_parent_grid: Latitude and longitude of the parent model.

Note the following when preparing barotropic boundary data. Since time filtering is used to feedback the result of the
barotropic equations to the baroclinic mode, the barotropic equations are integrated over the end of the baroclinic time.
Thus, the child model needs barotropic data longer than the original output from the parent model. To fulfill this need,
prepare the barotropic data file to include one additional time record. For example, in a historical (yearly) run, the second
record of the following year of the parent model should be appended to the present year data. If the additional record is
not prepared, MRI.COM integrates the barotropic equation by repeating the final record just as needed.
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Table22.4 Namelist nm1_submodel_grid for the off-line child model

variable name description usage
parent_grid_im Total number of grid points in X direction
of the parent model
parent_grid_jm Total number of grid points in Y direction
of the parent model
sub_region_ifirst the western end point in the parent model
to be used to interpolate data (T-point)
sub_region_ilast the eastern end point in the parent model to
be used to interpolate data (T-point)
sub_region_jfirst the southern end point in the parent model
to be used to interpolate data (T-point)
sub_region_jlast the northern end point in the parent model
to be used to interpolate data (T-point)
dx_ratio_w refinement ratio at west boundary odd number, zero for no nesting along this
side
dx_ratio_e refinement ratio at east boundary odd number, zero for no nesting along this
side
dy_ratio_s refinement ratio at south boundary odd number, zero for no nesting along this
side
dy_ratio_n refinement ratio at north boundary odd number, zero for no nesting along this
side
file_parent_grid latitude-longitude of the parent model
file_parent_sea_index | land-sea index of the parent model

Table22.5 Namelist nml_submodel_bnd_cnd for the off-line child model

variable name description usage
file_sub_wgt_t | filename of weighing factor for parent/child model around
the boundary (T-points)
file_sub_wgt_u | filename of weighing factor for parent/child model around
the boundary (U-points)

Table22.6 Namelist nm1_submodel_package for the off-line child model

variable name description usage
package_name
file_root_name | root name of the output boundary data files
bndr_dt_sec time interval [sec] of the input data
bndr_first_date | integer array(6) indicating date and time (YMDMHS) of
the first record
num_bndr_record | the last record number of the input files

22.6.2 On-line nesting (SCUPNEST option)
a. Compilation

For on-line mode, SCUPNEST option should be specified. Also, the name of the model should be explicitly specified such
as NAME_MODEL = modelname. The model option for the parent model is PARENT, and that for the child model is SUB.

In ocean-only mode, surface fluxes are calculated in each model, preferably on the basis of common atmospheric state.

When the parent model is coupled with an atmospheric model (SCUPCGCM), the parent model receives surface fluxes
from the atmospheric model. The surface flux may be sent from parent to child model. In the parent (child) model,
NPUTFLUX (NGETFLUX) option must be selected.

These model options and the model name should be specified in configure.in.
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b. Runtime specification: NAMELIST SCUP

In on-line mode, parent and child models are run at the same time and Scup (simple coupler) by Yoshimura and Yukimoto
(2008) is used to exchange data. User should tell the coupler how data are exchanged between parent and child models
via a namelist file NAMELIST_SCUP. A template of NAMELIST_SCUP is available from MRI.COM execution environment
(MXE). Mapping tables for data transfer used by Scup can be created in MXE. User may comment out unnecessary data
exchange according to the model and runtime options chosen for a specific experiment. An example of NAMELIST_SCUP
is listed in the following. In this example, the model name of the parent model is GLOBAL and that of the child model is

NPO1.

s An example of NAMELIST_SCUP

# pre-communicator

#

# (parent -> child)

&nam_scup_pre model_put="GLOBAL’, model_get="NPO1’, type='REAL8’ /
&nam_scup_pre var_put="ALONTC’, var_get=’ALONTC’, dst_get=’ALL’ /
&nam_scup_pre var_put="ALATTC’, var_get=’ALATTC’, dst_get='ALL’ /
&nam_scup_pre var_put="ALONUC’, var_get=’ALONUC’, dst_get=’ALL’ /
&nam_scup_pre var_put=’"ALATUC’, var_get=’ALATUC’, dst_get='ALL’ /
# activate if 1_sss_rst_cnsv = .true.

&nam_scup_pre var_put=’SFLXAD]’, var_get=’SFLXADJ’, dst_get="ALL’ /

#

# (child -> parent)

&nam_scup_pre model_put="NPO1’, model_get=’GLOBAL’, type=’REAL8’ /
# activate if 1_sss_rst_cnsv = .true. and flg_trcflux_cnsv=.true.,
&nam_scup_pre var_put=’SFLXSUB’, var_get=’SFLXSUB’, dst_get=’ALL’ /
#

# main-communicator

#
# (parent -> child) side boundary prognosticated variables (ALWAYS activate)
&nam_scup model_put="GLOBAL’ , model_get="NPO1’ ,
comp_put =’BAROCLIP_GLOBAL’ , comp_get ='BAROCLIS_NPO1’
grid_put ="BCLI3DP_GLOBAL_T’, grid_get ='BCLI3DS_NPO1_T’
fl_remap=’../data-np/rmp_tw_p2ct_3d.d’ /
&nam_scup
var_put="TRC_SIDEO1’, var_get='TRC_SIDE®1’, intvl=-1, lag=0, flag="SNP’/
&nam_scup
var_put="TRC_SIDE®2’, var_get='TRC_SIDE®2’, intvl=-1, lag=0, flag="SNP’/
#
# (child -> parent) for replace (activate IF flg_feedback_replace=.true.)
&nam_scup model_put="NPO1’ , model_get="GLOBAL’ ,
comp_put =’BAROCLIS_NPO1’ , comp_get =’BAROCLIP_GLOBAL’,
grid_put =’BC3DS_NP®1_TC’ , grid_get =’BC3DP_GLOBAL_TA’,
fl_remap=’../data-np/rmp_c2pt_merge_3d.d’ /
&nam_scup
var_put="TRC_REPLO1’, var_get="TRC_REPL®1’, intvl=-1, lag=0, flag='SNP’/
&nam_scup

var_put="TRC_REPL®2’, var_get="TRC_REPLO2’, intvl=-1, lag=0, flag="SNP’/

~

c. Runtime specification for parent model

Atrun time, namelist nml_nest_par (Table 22.7) must be specified. They are read by nest_scup_par.F90 on execution.
See docs/README_Namelist.md for details. If sponge layer is used for the parent model (f1g_sponge = .true.), the
two-dimensional distribution of the diffusion and viscosity coeflicient in the sponge layer is read from a file whose name

is given by namelist nm1_par_diff (Table 22.8) and nml_par_visc (Table 22.9).
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Table22.7 Namelist nml_nest_par for the on-line parent model
variable name units description usage
flg_carbon logical Send surface CO2 flux or not
flg_verbose logical | Output details of the processing
flg_sponge logical | Sponge region is set just outside the boundary
flg_sponge_sub logical | Send data to child model’s sponge region
flg_feedback_nudge logical | Use nudging of tracers as two-way feedback default = .false.
flg_feedback_replace logical | Use replacing of all fields as two-way feedback | default = .false.
flg_feedback_repl_bnd| logical | Replace boundary region only in two-way feed- | default =.false.
back
flg_volflux_cnsv logical Impose conservation of volume flux at u(v)star | default = .false.
for child model
flg_iceflux_cnsv logical Impose conservation of sea ice flux at u(v)star | default = .false.
for child model
flg_send_sshhdif_ c2p logical Send SSH diffusion flux from child to parent default = .false.
flg_trcflux_cnsv logical | Impose conservation of tracer flux at u(v)star | default =.false.
for child model
flg_send_trchdif_p2c logical Send tracer lateral diffusion flux from parent to | default = .false., choose
child either p2c or c2p or neither
flg_send_trchdif_c2p logical Send tracer lateral diffusion flux from child to | default = .false., choose
parent either p2c or c¢2p or neither
flg_send_trcidif_p2c logical Send tracer isopycnal diffusion flux from parent | default = .false., choose
to parent either p2c or c¢2p or neither
flg_send_trcidif_c2p logical Send tracer isopycnal diffusion flux from child | default = .false., choose
to parent either p2c or c¢2p or neither
chfbc_sub_day day restoring time of received tracer in day
scup_norecv 1 undefined value of received tracer given by scup
nest_depth integer | nestingisoperated from surface tonest_depth
level
num_sub_models integer | the number of child (sub) models default = 1
file_upscale character | Name of the file that contains mask of the up-
scale region
Table22.8 Namelist nm1_par_diff for the on-line parent model
variable name description usage
file_sponge_par_diff | 2D distribution of horizontal diffusivity just
outside the boundary
Table22.9 Namelist nml_par_visc for the on-line parent model
variable name description usage

file_sponge_par_visc

2D distribution of horizontal viscocity just out-
side the boundary

d. Runtime specification for child model

At run time, namelist nml_submodel_grid (Table 22.10) and nm1_nest_sub (Table 22.11) must be specified. They are
read by nest_scup_sub.F90 on execution. See docs/README_Namelist.md for details.
The two dimensional distribution of the diffusion and viscosity coefficient in the sponge layer is optionally
read from a file whose name is given by namelist nml_sub_diff (Table 22.12), nml_sub_visc (Table 22.13) (if
flg_sponge_sub = .true.), nml_sub_isopyc (Table 22.14), and nm1_sub_ssh_diff (Table 22.15).
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Table22.10 Namelist nm1_submodel_grid for the on-line child model

variable name

description

usage

parent_grid_im

Total number of grid points in X direction of the
parent model

parent_grid_jm

Total number of grid points in Y direction of the
parent model

sub_region_ifirst

the western end point in the parent model to be
used to interpolate data (T-point)

sub_region_ilast

the eastern end point in the parent model to be used
to interpolate data (T-point)

sub_region_jfirst

the southern end point in the parent model to be
used to interpolate data (T-point)

sub_region_jlast

the northern end point in the parent model to be
used to interpolate data (T-point)

dx_ratio_w refinement ratio at west boundary odd number, zero for no nesting along
this side
dx_ratio_e refinement ratio at east boundary odd number, zero for no nesting along
this side
dy_ratio_s refinement ratio at south boundary odd number, zero for no nesting along
this side
dy_ratio_n refinement ratio at north boundary odd number, zero for no nesting along
this side
1 _parent_tripolar .true. The parent model uses
TRIPOLAR grid
Table22.11 Namelist nm1_nest_sub for the on-line child model
variable name units description usage
file_sub_wgt_t character | filename of weighing factor for parent/child
model around the boundary (T-points)
file_sub_wgt_u character | filename of weighing factor for parent/child
model around the boundary (U-points)
file_sub_wgt_x character | filename of weighing factor for parent/child
model around the boundary (Ustar-points)
file_sub_wgt_y character | filename of weighing factor for parent/child
model around the boundary (Vstar-points)
flg_carbon logical Send surface CO2 flux or not
flg_verbose logical | Output details of the processing
flg_sponge_sub logical | Sponge region is set just inside the boundary
flg_feedback_nudge logical | Use nudging of tracers as two-way feedback default = .false.
flg_feedback_replace logical | Use replacing of all fields as two-way feedback | default =.false.
flg_volflux_cnsv logical | Impose conservation of volume flux at u(v)star | default = .false.
for the child model
flg_iceflux_cnsv logical | Impose conservation of sea ice flux at u(v)star | default = .false.
for the child model
flg_send_sshhdif c2p logical Send SSH diffusion flux from child to parent default = .false.
flg_trcflux_cnsv logical Impose conservation of tracer flux at u(v)star | default =.false.
for the child model

Continued on next page
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variable name units description usage
flg_send_trchdif_p2c logical Send tracer lateral diffusion flux from parent to | default = .false., choose
child either p2c or c¢2p or neither
flg_send_trchdif_c2p logical Send tracer lateral diffusion flux from child to | default = .false., choose
parent either p2c or c¢2p or neither
flg_send_trcidif_p2c logical Send tracer isopycnal diffusion flux from parent | default = .false., choose
to parent either p2c or c2p or neither
flg_send_trcidif_c2p logical Send tracer isopycnal diffusion flux from child | default = .false., choose
to parent either p2c or c¢2p or neither
nest_depth integer | Nesting is operated from surface to nest_depth
level

Table22.12 Namelist nml_sub_diff for the on-line child model (tracer_nest.F90)

variable name

description

usage

file_sponge_sub_diff

3D distribution of horizontal diffusivity just
inside the boundary

valid if £1g_sponge_sub = .true.

Table22.13 Namelist nml_sub_visc for the on-line child model (clinic_nest.F90)

variable name

description

usage

file_sponge_sub_visc

3D distribution of horizontal diffusivity just
inside the boundary

valid if f1g_sponge_sub = .true.

Table22.14 Namelist nml_sub_isopyc for the on-line child model (ipcoef.F90)

variable name

description

usage

1_isopyc_mask_file

.true./.false 2D distribution of isopycnal diffu-
sion mask is read from file

file_isopyc_mask_sub

2D mask of isopycnal and GM diffusion

diffusion coeflicients
mined as in the normal case

are deter-

Table22.15 Namelist nm1l_sub_ssh_diff for the on-line child model (surface_integ.F90)

variable name

description

usage

1 ssh diff file

.true./.false 2D-distribution of SSH diffusion is
read from file

file ssh _diff sub

2D distribution of horizontal diffusivity of SSH
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Chapter 23

Basics of the finite difference method

This chapter describes the basics of finite difference methods for solving differential equations. The general principles
of the finite differencing methods are introduced using the diffusion equation as an example in Section 23.1. Sections
23.2 and 23.3 describe applying finite difference methods of basic time and space derivatives in differential equations. A
more sophisticated time-integration method will be explained later in 23.6. Considerations in finite-difference methods
for advection-diffusion equations are discussed in Section 23.4. An implicit method for solving the diffusion equation is
described in Section 23.5. In 23.6, we mainly discuss the errors of various time-integration methods for the wave equation.
A comprehensive description of these differencing methods in geophysical fluid dynamics is given in detail in Durran
(2010).

23.1 Diffusion equation

As an example, consider an initial-boundary value problem expressed by a one-dimensional diffusion equation (heat
conductive equation),
oT 9T

— = Kk——. 23.1
ot KaxZ 3.1

Given T (x,0) = f(x) as the initial distribution and 7'(0, t) = T(L, t) = 0 as the boundary condition, the analytical solution
is

T(x,1) = ) fme ™ 5" sin(kyx), (23.2)
m=0
where .
2
fn == / F(x) sin(kppx)dy, Ky = X (23.3)
L L

Next, consider the finite difference method to get the solution numerically. In the finite difference method, grids are set
with a finite increment in space and time, and each term in the equation is evaluated at each grid using T;‘ =T(xj,1,). For
example,

n+l1 n n o _ n n
™ -T; ~ Ty —2T7 +T7,
=K
At Ax?

: (23.4)

where At = 1,41 — 1, and Ax = x4 — x;.

Distribution at the new time level 7”*! can then be calculated if 7" is known. This finite difference equation is identical
to the original differential equation (23.1) in the limit A+ — 0, Ax — O (consistency).

If the initial distribution is assumed to be f(x) = Tj sin k., the solution of the finite difference equation (23.4) forz = t,,
is

T}l = /lnT() Sink1Xj, (235)
where S eAs
K
A=1- e (1 —coskiAx). (23.6)

In order to suppress oscillation and divergence of the solution (stability), 0 < 1 < 1 is necessary and Ax and At
must be set to satisfy this condition. This solution is identical to the analytical solution in the limit of At — 0,Ax — 0
(convergence).

To summarize, the finite difference method that satisfies consistency, stability, and convergence is the necessary condition
for an accurate solution.
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23.2 Finite difference expressions for time derivatives

The following are the four basic finite difference expressions. These had been used in the MRI.COM before ver. 4.0.

n+l _ "
forward : —x - F(T") (23.7)
n+l _ Tn
backward : — = F(T"™) (23.8)
wn+1 n n+1 n
- y KR
Mat e—— L = F(T"! 23.9
atsuno A7 (™) A7 ( ) (23.9)
n+l _ Tnfl
leap-frog : = F(T"). 23.10
eap-frog AL (™) ( )

The scheme used in the previous section is the forward scheme. The forward, backward, and Matsuno schemes use the
values at two time levels and are accurate to O (At), while the leap-frog scheme uses three time levels and is accurate to
O(At)?. Basically, the leap-frog scheme is employed in MRI.COM because of its higher order accuracy.

However, the leap-frog scheme cannot be applied to the diffusion equation. A solution by the finite difference method
using the leap-frog scheme is given by

T = (Tl + Ty A) sin kix;, (23.11)
where
—-a+Va?+4 —a-Va?+4 4k At
A, = —%, A = —% (a = AKx2 (1 = cos k1 Ax)). (23.12)

Because 1, < —1 for arbitrary values of «, the divergent mode with oscillation is always included (computational mode).
In order to avoid this computational mode, the forward scheme is employed for diffusion and viscosity terms in MRI.COM.

When the diffusion and viscosity coefficients are very large as in the surface mixed layer, the time step has to be unusually
small for the stability of the forward scheme according to (23.6). In such a case, the backward scheme is used for vertical
diffusion and viscosity (implicit method; see Section 23.5). Though the time integration at each point can proceed without
referring to the result of other points by the forward, leap-frog, and Matsuno schemes, it must be done by solving combined
linear equations in the backward scheme (see Section 23.5).

The Matsuno scheme is useful for suppressing the computational mode in the leap-frog scheme. By defaults, the
Matsuno scheme is used once per twelve steps of the leap-frog scheme in MRI.COM. In the old version, this interval
can be changed at run time using a namelist parameter (nstep_matsuno_interval) of namelist nml_time_step (Table
25.6). It should be noted that the Matsuno scheme needs twice as many numerical operations as the forward and leap-frog
schemes.

The simplest forward method is used in components such as the sea ice model, mixed layer model, and ecosystem model.
The 3rd-order leap-frog Adams-Moulton scheme (LFAM3) used in the current version of the MRI.COM dynamical frame
is discussed in the next section, mainly considering the errors of various time integration methods for the wave equation.

23.3 Finite difference expression for space derivatives

Let us consider a one-dimensional advection equation,

oT oT
— =y, 23.13
or = "ox 3.1
where u is a constant velocity. The solution is
T(x,t) =T(x —ut,0). (23.14)

Using the leap-frog scheme for time differencing, the finite difference equation can be written as follows:

+1 -1 TV  —T"
A
2At Ax ’

, are the values at the left and right faces of the grid cell for x, i.e., values at x -1 and x;, 1 The point

(23.15)

where 7" | and T"
_1 j+

2 2
is defined as the central point between x; and x;_;. Because the transport of 7" at the boundary that enters a grid

Xj_

=
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cell is identical to that leaving the adjacent grid cell, the total T in the whole system is conserved in this finite difference
equation.
There are several methods to decide T;‘ , using a value at a single or multiple grid points. The following are two simple
—2

and frequently used formulations,

upstream finite difference :T;’_ L= T;’_l (u > 0), T;‘ = T}‘ (u <0), (23.16)
2 2
T]T‘_ T
central finite difference :T;’_1 = — 23.17)
2

The former is accurate to O(Ax), and the latter is accurate to O (Ax?).
In central finite differencing, the expression for (23.15) is

n+l n—1 n n
A R (23.18)
2At 2Ax ’

Assuming the solution to be T'(x, 1) = 7(t)e k¥,

n+l n

At
= 71y 27", where @ = % sin kAx. (23.19)
It is stable (neutral) if |@| < 1. To be stable for any wave number,

ulAt

<1 (23.20)
must be satisfied (CFL condition). However, if 7" = 70e=inA8
At
AG = — sin~! [ sin kAx] (where u = %). (23.21)

Expanding the r.h.s. by a Taylor expansion we obtain

1
AO ~ — ysin kAx — 6(;1 sin kAx)?

(kAx)® 4’ (kAx)®
6 6

2
- (kAéx) (1 —,ﬁ)}. (23.22)

~ - pukAx+ £

=—,ukAx{1

This means that the phase of the solution from this finite difference scheme is delayed relative to that of analytical solution,
depending on its wavenumber (numerical dispersion). Therefore, a distribution with maxima and minima that do not
exist in the initial distribution arises. However, this method is popularly used since the kinetic energy is conserved by
employing the central difference in the advection term in the equation of motion. Moreover, the "Arakawa method," which
can nearly conserve the enstrophy (squared vorticity) for horizontally non-divergent flows, is adopted in MRI.COM by
using the central difference. This topic is treated in Chapter 8.

Using the upstream finite difference, the finite difference equation (23.15) is

YR K " —T"

J J J J-1
—_— =y 23.23
2A1 A (23:23)

Expanding the r.h.s. by a Taylor expansion we obtain

T  ulx 8°T 2
—U— + — — + O(Ax?). 23.24
Wt o T O(AY) (2324)

The second term has the diffusion (heat conductive) form (which disappears in the central finite differencing). Actually, the
initial distribution diffuses when the advection equation is solved by the upstream finite difference (numerical diffusion).

The third order schemes (QUICK, QUICKEST, and UTOPIA) can be used in MRI.COM to suppress the numerical
dispersion and diffusion somewhat in the advection calculation for tracers, but not completely. The grid boundary value
is set in QUICK as

n n n n n n
—Tj_2+6Tj_1+3T. 3Tj—l +6Tj -T

™ | = Lu>0), T, = AL
1 (u ) it 3

J=2 8

(u <0). (23.25)
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23.4 Finite differencing of advection-diffusion equation

The QUICKEST method uses the time averaged value at the grid boundary as the tracer value to be transported, considering
the change of the value there by advection during one time step. UTOPIA is a multi-dimensional extension of QUICKEST.
The details of these schemes are described in Chapter 10.

23.4 Finite differencing of advection-diffusion equation

According to the above restriction, when the advection-diffusion equation (Eqgs. (10.1) and (11.1)) is expressed in finite
difference form using the leap-frog scheme, it is necessary to use present (previous) time level for advection (diffusion)
term. The following finite difference equation is then employed:

Tn+l _ Tn—l

_ n n—1
AT =—AT")+DT"), (23.26)

where A and D are advection and diffusion operators, respectively.
When the vertical diffusion term is very large, D(T"*!) is used instead of O (7"~!). This formula is an implicit scheme
and is described in the next section.

23.5 Implicit method for vertical diffusion equation

Turbulent mixing is parameterized by using high vertical diffusivity and viscosity determined by boundary layer models,
which was treated in Chapter 15. The time step must be set very small to keep the calculation stable when viscosity and
diffusivity are very high, since the time tendency becomes very large due to the rapid mixing. To avoid this problem, the
implicit method uses the advanced (mixed) state for evaluating viscosity and diffusivity, unlike the normal explicit method
where previous or present values are used.

Expressing the present time step as 7 and the time steps before and after as n + 1, the finite-difference method is applied
to the advection-diffusion equation using the leap-frog scheme. The diffusion term is written separately using (n — 1) step
for the horizontal direction and (n + 1) step for the vertical direction,

(Tn+1 _ Tn—l)
—x —A(T") + Dy (T" ) + Dy (T™). (23.27)
Putting all the terms involving 77*! on the Lh.s.,
T —2AtDy (T = T 4 2A1(~A(T™) + Dy (T™)) (23.28)

is obtained, which is an algebraic equation for 7*!. The finite difference form is rewritten specifically as

1
i 25— (KH (T =T Az g = (T =T Azk+%) (23.29)
=T+ 200 (~A(T]) + Dy (T])).
By putting
ZAIKk_l 2Al‘Kk+l
a=—2 b=l+a+c, c= ——2, (23.30)
AZkAZk_l AZkAZk+1
2 2
we get,
—aT{™ +bTP — T = TP + 20t (AT} + D (TP7)). (23.31)
Setting F = ~A(T}!) + D (T,?‘l), this is expressed in the matrix form as
b —c ! T+ 201
-a b -c T+ T+ 2M15,
-a b —c T3"+1 T3"‘1 +2At%;
: = : . (23.32)
—-a b —C TI?A;]I—Z TEA}]I_z + 2AtFkr-2
-a b -c TI'(’;I]] T ] + 2AtFgpr-1
-a b T, T¢y +2AtF gy

The Lh.s. has the form of the tri-diagonal matrix.
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23.5.1 A solution of tri-diagonal matrix

In general, simultaneous linear equations for n variables with tri-diagonal matrix coefficients

B, C; X D,
A, By C X> D,
. . B (23.33)
An—l Bn—l Cn—l Xn—l Dn—l
Ayn By Xn D,
are solved using the Thomas method, which is modified from LU decomposition,
P, =Ci/B; (23.34)
Q1=D1/B (23.35)
Ci
Pp=—¢-— 2<k<n-1 (23.36)
“ 7 Br— AcPr ( )
Dy — Ar Qi1
= 2<k<n (23.37)
Ok Be — A Pr ( )
Xy =0 (23.38)
Xk =0k — Pr Xk (I<k<n-1). (23.39)

23.6 Evaluation of time-integration methods for wave equations

In the ocean models, the CFL condition is mainly determined by the speed of baroclinic gravity waves. In evaluating time
integration in such wave propagation, it is not sufficient to evaluate only one variable as we have done in the previous
sections, but it is necessary to consider the interaction of two variables. Here, we evaluate time integration methods for
the simplest one-dimensional wave equation.

Consider the following one-dimensional wave equation,

ap ou
op __ 0u 23.4
or  ‘ox’ (23.40)
ou ap
ou __9p 2341
ot “ox (23.41)

We will discuss the accuracy of the time integration method based on Shchepetkin and McWilliams (2005) (hereafter,
SM2005). For the parts not explained in SM2005, see Durran (2010), Section 2.2 for more details.

Applying the Fourier transformation with respect to space by placing p(t,x) = pre™™ , u(t,x) = fiu™* and wy = ke
yields,
95
% = —iwyily, (23.42)
o
% = —iwipr. (23.43)

For simplicity, we omit " and the subscript k, and denote the variable " at the time ¢ = nAt of the variable {. To further
simplify the equation, we introduce the dimensionless quantity & = wiAt = ckAt (Durran (2010) uses wAt throughout his
text though it is a bit redundant). Since the maximum k (k,,,) that can be resolved in the model is 1/Ax, the maximum
@ (max) 18 ¢At/Ax, i.e. Courant number.

In studying the stability and accuracy of the time integration scheme for the wave equation, we assume that a variable ¢
is multiplied by the complex number A between n and n + 1 steps. (Durran (2010) uses A instead of A).

=0 (23.44)

During the time step, the amplification rate is || = (R (2)? + 5(/1)2)1/2, and phase change is 6 = arctan(J(2)/R(1)).
(R(), 3() are functions to extract real and complex numbers, respectively). The relative phase error is estimated as
R = 0/« using the positive phase @. If R > 1, the scheme is accelerating; if R < 1, the scheme is decelerating. If the wave
is completely represented, then A = ¢®. In SM2005, to visually represent the error, A(a) is drawn on the complex plane
by varying a and compared with the complete solution ‘@ (i.e. the unit circle on the complex plane).
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23.6 Evaluation of time-integration methods for wave equations

23.6.1 LFAMS3 method

Here, we consider solving the wave equation with the third-order leap-frog Adams-Moulton method (LFAM3) as the
time-integration method used in the current version of MRI.COM. In the LFAM3 method, we first obtain a tentative value
of p™1* 1" in the predictor step,

ptlr = pl i, (23.45)
u™ b =yt _japt. (23.46)

In the corrector step, we conduct the final time integration,

5 2 1
n+l n_ - n+l,* n n—1
_on_ sy im_ L 23.4
P p za{lzu U= }, (23.47)
5 2 1
n+l _ n _ - n+lx <. n _ n—1
u" =u la{lzp +3p 12p } (23.48)
At
n+1/2

Adams-Moulton

Figure23.1 Schematics of the LFAM3 time integration. The 3rd-order Adams-Moulton method uses values atn — 1,
n, and, n + 1 steps to find the value at n + % step. The LFAM3 method used the leap-frog method to create the value
at n + 1 step. This is why it is named LFAM3. For reference the third-order Adams-Bashforth methods uses values at
n—2,n—1,and n steps to find the value at n + %

The LFAM3 used for OGCM is as follows, which corresponds to SM2005 equations (2.38)-(2.41) (or SM2009 equations
(4.1)-(4.2)). This is composed of the predictor step,

1 1
p2 = (E - 2y) P4 (E + 2y) p"—ia(l = 2y)u" (23.49)
1 1 2 n+l/2 _ 3ph n-1
W2 (2 2oy w2 w2y ) u = ia(1 = 2y) | p7 + B2 PP (23.50)
2 2 1-2y
and corrector step,
pn+1 = ph— iqu /2 (23.51)
1 1
't =y —ja {(1 —e)p™? e (5 - 7) 4 (E +27) p" - yp"_l]; ) (23.52)

In the case of y = 1/12,8 =0, € =0, (23.45-23.48) and (23.49-23.52) are mathematically equivalent. The procedure for
(23.49-23.52) is described in detail in Section 3.
Now let us return to (23.45-23.48) to evaluate their errors. (23.45-23.48) is combined into two equations.

2,1

il — (1 . 2“2) o ia {g”” . 3unl} , (23.53)
5 2

Wt = (1 — ga’z) u”—ia{gp"+§pn]}. (23.54)

ptl (1= %az —i%a/ p" 0 —i%a p"!
(un+1) - ( —i%a 1— gaz un + —i%a/ 0 -1 (23.55)
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Corrector step

n-1/2+2y n+1/2
n

Predictor step

[ G T

Figure23.2  Schematics of LFAM3 method used in the model. Mathematically this is equivalent to Fig. 23.1. The
starting point of the predictor step is n — 1/2 + 2y step, which is a linear combination of n — 1 and n steps. The values
atn + % step is obtained by integrating over the interval (1 — 2y)At. In the corrector step, the values at n + 1 step is
obtained from n by integrating over the domain n-n + 1. The values at n + % step are discarded after the corrector step.

The characteristic equation of this system is obtained by substituting p™*! = Ap™ = 22p"~1 1 = 1y = 2241,
q y y gp p p

n-1 5.2 ) n—1 .1 n-1
2[P _,(1-za —ifa |\ (p 0 —iza)(p
A (un_l) = /l( —i%af | — gaz -1 + —i%a 0 -1 (23.56)
Rearranging it yields the following equation.
2-21-2a%  ia(32+3) p! 0
( (34 + §> 2 =a1+2a?))\un-t] o (23.57)
From the above determinant = 0, we obtain the following solution
5 2 1
2 - (1 - gaz) A= ia (ga + §) (23.58)

The plus and minus in the equation correspond to the propagation of the waves in both directions, and placing @ = —a
does not change the equation. Also, since the form is the same for p and u, the properties of the wave equation in LFAM
are the same for that in LFAM3 for one variable.

Adopting the plus of equation (23.58), we obtain the following equation,

1
A+ = T (81 +4/(~g1)? +48ia/) (23.59)
g1 = 6+4dia - 50° (23.60)

Physical mode and Computational mode are 4™ and A~ for the range 0 < @ < 1.55, respectively. In the range 1.55 < @ <
1.59 they are A~ and A" respectively.

Figure 23.3 shows the A(a) of LFAM3 drawn in the complex plane by varying « and compared to the exact solution
e'® (i.e., the unit circle in the complex plane). Stability is determined by the amplitude of the physical mode exceeding
1, @ = 1.587 at this time. Though computational mode decreases faster than physical mode, there is a drawback that the
amplitudes of the computational mode and the physical mode approach each other when « exceeds 1.

23.6.2 Generalized Leap-Frog Adams-Mouton method (G-LFAMS3)

SM2005 has shown that the accuracy and stability of the time integration can be increased for the wave equation by making
minor modifications over the original LFAM3. The characteristic equation of Generalized LFAM3 derived by SM2005 is
as follows (SM2005 Equation 2.31),

n+l . n . nel
p A —iB)\|(p E —iF\|(p
(un+1) - (—iC D ) (u") + (—iG H ) (un—l) (23.61)
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23.6 Evaluation of time-integration methods for wave equations

Figure23.3  Characteristic solution of LFAM3 (8 = € = 0,y = 1/12) on the complex plane. The solid line from (1,0)
is the physical mode, and the dashed line from (0,0) is the computational mode. Dots are marked every time « changes
by 0.1. The point where the amplitude in physical mode exceeds 1 is at @ = 1.587.

Here, A—H are
A=l—2a/2(%—y)(l—2ﬁ), B:a{1+27—4a2(%—7)ﬁ}, (23.62)
_o 1L 1_ _ag2 (Ll _
C—a/{2+2y+6(2 7) [1 2a (2 )(1 28) }, (23.63)
1 3 1
D=1—2a2(§—y){1—e[z—y+2a (5— ),B” (23.64)
E:—4a/2(%—7),8, F = a(——Zy), (23.65)

1 1 1
H:—az(z—y)(z—Zy)e, G—Q{E—Zy—e(z—y)

SM2005 discusses how to move v, €, B to reduce error and increase stability. According to this, the case y = 1/12, € =
11/20,8 = 17/120 has the smallest error: its accuracy for the wave equation is O(a*). In this case the solution
is very close to the ideal solution as shown in Fig. 23.4. Stability is determined by the amplitude of computational
mode exceeding 1, where @ = 1.851640. This is the default setting of MRI.COM. The most stable combination is
v =1/12,8=0.126, € = 0.83 (Fig. 23.5). In this case the place where the amplitude of computational mode exceeds 1 is
@ = 1.958537, but its accuracy for the wave equation is O (a?).

1 +4a? (5 - y) ,8” (23.66)

S N U T

Figure23.4  Characteristic solutions of G-LFAM3 in the complex plane for the most accurate case y = 1/12,8 =
17/120, € = 11/20. Its accuracy for the wave equation is O(a*). The solid line from (1,0) is the physical mode, and
the dashed line from (0,0) is the computational mode. The point is marked every time o changes by 0.1, and the place
where the amplitude of the computational mode exceeds 1 is @ = 1.851640.

23.6.3 Evaluation of errors in leap-frog method for wave equation

Here, we estimate the error in solving the wave equation with leap frog method previously used in MRI.COM.
p = 2iqu™ + p! (23.67)
u™ = 2iap™ +u"! (23.68)
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Figure23.5 Characteristic solutions of G-LFAM3 in the complex plane for the most stable case y = 1/12,8 =
0.126, € = 0.83. Its accuracy for the wave equation is 0(e?). The solid line following from (1,0) is the physical mode,
and the dashed line following from (0,0) is the computational mode. Dots are marked every time a changes by 0.1.
The point where the amplitude of the computational mode exceeds 1 is @ = 1.958537.

The following equation is obtained when written using matrices.

n+l . n nel
(il) ) (—ga _%W) (5) * ((1) (1)) (il) (23.69)
The characteristic equations of this system are obtained by substituting p"+l =Ap" = 212 pn—l’ W=t = 12yt
)= () )
This is rewritten as 21 2ien ol .
(Zia/l A2 - 1) (un]) = (0) (23.71)

From the determinant = 0, we obtain the following equation,

(A* =12 +42%2 =0. (23.72)

(22 - 1) = £2iaA (23.73)
From the negative sign (the result is the same for the positive sign), we obtain the characteristic equation,
2 +2iad - 1=0. (23.74)

The characteristic equation above is exactly the same as the characteristic equation derived from the following one-
variable leap-frog equation.
pl = pl _2japt (23.75)

A2 +2iad-1=0 (23.76)

The quadratic formula yields

A= —ia £1-a? (23.77)

However, the above expression is correct only for 0 < @ < 1. Of these, —ia + /1 — @2 is called the physical mode and

—ia — /1 — @? is called the computational mode.
The amplification factor |4]| is always 1 in the range 0 < a < 1. The relative phase shift is written as *

2 4
a a® 3a
— |+ —+—+0( 23.78
—1_02) =+ S5+ 0() (23.78)
From Fig. 23.6, we can see that the phase is accelerated in the leap-frog time integration scheme. Since the amplitude of
not only the physical mode but also the computational mode is 1, it is necessary to introduce some mechanism to attenuate

1
R = — arctan (
a

-297 -



23.6 Evaluation of time-integration methods for wave equations
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Figure23.6  Characteristic solutions in the complex plane of LF. The line starting from (1,0) is the physical mode, and
the line starting from (-1,0) is the c_omputational mode. The outer dotted line is the exact solution (¢'?). The dotted
line outside is the exact solution (¢'?®). Originally, the two lines overlap, but the exact solution is shifted outward to

make the difference in phase easier to understand. The color is changed every time @ changes 7/18.

the computational mode. In the old version of MRI.COM, this was handled by inserting the Matsuno scheme about once

every 10 times.

23.6.4 Leap frog with Shuman’s averaging (LF-SA)

The method discussed in this subsection is not employed by MRI.COM, but is used by NEMO and others and is explained
for comparison. This method adopts Shuman’s averaging (LF-SA), which uses a weighted average of n+ 1, n — 1, and n
steps to calculate the pressure gradient. In this case, it is known that the time step can be set to be twice as long as that
of a normal leap-frog method for wave equation. Here, we confirm this by actually solving the wave equations with the

Shuman’s averaging method (LF-SA), which are written as
n+l

p = p Tt _2iau™,
pn—l +2pn +pn+1)

4

un+1 — un—l —Jia (
The characteristic equation in the matrix form is

I pn—l ~ 1 —2iad pn—l
=1 T | =2ia (%{rﬂz) 1 =1

From the above determinant = 0, the eigenvalues are solutions of the following characteristic equations.

(212 +a%21+1)%*=0

This equation has multiple solutions as A = —1, which is the computational mode. The physical mode is
1= 2 —a? tia4—a?
= 5 .

The amplification factor || is always 1 in the range 0 < @ < 2, and its relative phase error is

4 — 2 2 4
a—\/f)zl+a—+i+0(a5).
-

1
R=—
a arctan ( 24 640

This is practically the same as replacing @’ = @/2 in the LF method.

(23.79)

(23.80)

(23.81)

(23.82)

(23.83)

(23.84)

* The derivation of the last Taylor expansion is complicated. Here, it was derived using mathematica. The relative phase accuracy is O («) and the

absolute phase accuracy is O (a?).
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23.6.5 Time-staggered method

The method discussed in this subsection is not employed by MRI.COM, but is used by MITgcm, MOM, and others and
is explained for comparison. The properties of this solution are the same as the physical mode of LF-SA according to
Lemarie et al. (2015). Here, we confirm this by actually solving the wave equations with the time-staggered method, which
are written as

P = p" T — o, (23.85)
B N iap'”%. (23.86)
In matrix form, it is rewritten as " 1
n— . n—s
) )
Its characteristic equation is
(A-12+a%a1=0. (23.88)

This solution has no computational mode. Its physical mode is

2-a? +ia4-a?
1="¢ ;‘” a (23.89)

This solution is indeed identical to the physical mode of LF-SA shown in the previous subsection.

23.6.6 The 3rd-order Adams-Bashforth method (AB3)

The third-order Adams-Bashforth method (AB3), which may be used in the time extrapolation of the external force for the
barotropic component of the momentum equation, is also evaluated here with a single variable.

2 4,5

nty _ 22 n_ % n- = 23.90
q n? —39 14 ( )
g™ =¢" - iaq”+%. (23.91)
The characteristic equation is
23 4 5
3= (1 - iaﬁ) 2+ ez —ia . (23.92)

Analytical solutions exist, but they are very long and have been omitted. As shown in Fig. 23.7, there are physical and
computational modes. The instability occurs when the amplitude of the computational mode exceeds 1 at @ = 0.72. It has
O(a?) accuracy.

120

Figure23.7  The characteristic solution of the AB3 method in the complex plane. The solid line starting from (1,0)
is the physical mode, and the dashed line starting from (0,0) is the computational mode. The points are marked every
time @ changes by 0.1. The place where the amplitude of the computational mode exceeds 1 is @ = 0.72.
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23.6.7 Quasi-second-order Adams-Bashforth method (AB2¢)

The quasi-second-order Adams-Bashforth method (AB2¢), which may be used in the time extrapolation of external forces
for the forward pressure equation, is also evaluated for a single variable. Quasi-second order means that the original AB2 is
second-order accurate but unstable, so by introducing e, stability is obtained instead of giving up perfect O (At?) accuracy.

3 1
q"+% = (5 + e) q"t - (z + 6) g"! (23.93)
n+l

" =" —iag™ (23.94)

The characteristic equation and its solution are

izl o (L
A —{1 la/(2+e)}/l+la(2+e), (23.95)
A* = él_l (g + \/g2 +8ia (1 + 26))) (23.90)
g=—-ia(3+2¢)+2 (23.97)

The A*, A~ are the physical mode and computational mode, respectively. As shown in Fig. 23.8, the physical mode is
distributed almost on the unit circle and slightly outside the unit circle around @ = 0.50. The amplitude of the computational
mode is kept small enough. When €=0, it is outside the unit circle at the starting point of (1,0).

2L

Figure23.8  The characteristic solution of the AB2¢ method in the complex plane. The solid line starting from (1,0)
is the physical mode, and the dashed line starting from (0,0) is the computational mode. The points are marked every
time « changes by 0.1. The place where the amplitude of the computational mode exceeds 1 is & = 0.50254.

23.6.8 Matsuno scheme
Here, we evaluate the Matsuno scheme, which was previously used with the LF method on MRI.COM.

qn+1* — qn _ iaqn (2398)
qn+1 — qn _ iaq"“* — (1 —ja— 0'2) qn (23.99)

Its characteristic solution is
A=1-ia-a° (23.100)

Though it is stable for 0 < @ < 1, it has large amplitude and phase errors (Fig. 23.9).
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120

Figure23.9  The characteristic solution of the Matsuno method in the complex plane. The points are marked every
time « changes by 0.1. The place where its amplitude exceeds 1 is @ = 1.

23.7 Evaluation of the time-integration method for advection-diffusion equation

Until now, we have concentrated on stability analysis for waves (internal gravity waves) according to SM2005, so we have
evaluated the time-integration method by considering only w; in the following equation,

6‘?](
—_— = — 71 N 3.101
9t Wk 2 )

w=w, +iw;, (23.102)

and moving @ = w;At in the range of real numbers. Then the method has been evaluated by comparing the behavior of
the eigenvalues (1) of the characteristic equation with the analytical solution (‘).
This is equivalent to placing M = 0 in the following one-dimensional advection-diffusion equation.

dq 99 _, &q

e S S i 3

ar  Ox Ox2

On the other hand, Lemari¢ et al. (2015) considers that w, can be used to evaluate the difference between upstream

differential (numerical diffusion) and central differential advection in stability analysis. To do so, he investigated the

behavior of the eigenvalues (1) of the characteristic equation by moving w on the complex plane. Following this method,

in this section we examine stability analysis for various time-difference schemes, i.e., the range of amplitudes |1| < 1 of

the characteristic equations. This is equivalent to the analysis called Absolute Stability (A-Stability) in Durran (2010).

Here we perform A-Stability for the LFAM3 method in the one-variable case and show that the imaginary part of this

solution is equivalent to the analysis of SM2005. The time integral of LFAM3 can be expressed for the Fourier series §
using y = wAt as follows

(23.103)

Antle _ qn—l +2ug", (LF) (23.104)
5 2 1

An+l/2 ~ antlx +2an - — ~n—1 AM3 23.105

127 39 T 104 (AM3) ( .

¢ = §" + pg™? (corrector), (23.106)

2u  5u? T
(1 B g Bt 23.107
( 3776 )1 T3 @107

The characteristic equation for (23.107) is
2 2u
A=1+—+—|2+=. (23.108)

Its solution is

L1
A" =1 (gl +4/(=g1)? +48u) (23.109)

g1 =6+4u+5u° (23.110)
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The region of A-Stability is obtained by finding the region of |1| < 1 on the complex plane of y, which corresponds to
the interior of the contour in Fig. 23.10. On the other hand, if we set i, = 0 in A and vary A on the complex plane with
a = y; as a parameter, we obtain Fig. 23.3. In fact, substituting 4 = —i@ in equation (23.108), we obtain equation (23.60).
The place where the contour in Fig. 23.10 intersects the imaginary axis is y; = 1.59, which is equal to the place where the
physical mode intersects the unit circle in Fig. 23.3. Incidentally, the region of stability of LF is on the imaginary axis in
the range from (0, —i) to (0, ), and is absolutely unstable with respect to diffusion, etc.

T T B

Hr

Figure23.10  Contour of |A| = 1 on the complex plane of u. This is equivalent to the curve of LFAM3 in Fig.1(a) in
Lemarig et al. (2015). The blue line corresponds to A and the red lines correspond to A~. The region enclosed by the
curve is the stable region.

When we draw the region of stability for AB2e and AB3, we get Fig. 23.11. The intersection of the imaginary axes
is 0.502 for AB2e versus 0.72 for AB3, which means that AB3 is more stable in the pure wave equation. Since AB2e¢ is
more extended toward the real axis, the stability for diffusion is more stable for AB2¢. For other schemes, see Fig. 1 of
Lemari¢ et al. (2015).

05+ 4

0.0

T S S S S R RS Ui
-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2

Figure23.11 Contours of |[1| = 1 on the complex plane of u, which are equivalent to the curve of AB2¢ and AB3 in
Fig.1(a) in Lemari¢ et al. (2015). The blue line corresponds to the AB2¢ method and the red line corresponds to the
AB3A™ method. The regions enclosed by the curves are the stable regions.
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Chapter 24

Generalized orthogonal curvilinear coordinate
grids

This chapter introduces generalized orthogonal curvilinear coordinates and presents related calculus.

24.1 Outline

A finite volume ocean model on geographic coordinates does not have any problem concerning the South Pole because
it does not calculate around the South Pole. However, serious problems arise around the North Pole where the meridian
concentrates to one point in the ocean. First, it is necessary to calculate the temporal evolution of the physical quantity in
a special way only there, because the relations between U-cells that surround the North Pole and the northernmost T-cell
are topologically peculiar. Next, even if a cell doesn’t touch the North Pole, its zonal lattice interval is extremely small
near the North Pole. Therefore, a short time step for integration is required owing to the limitation of the CFL condition.
This limitation is reflected directly in the increased calculation time required. Moreover, when the zonal grid intervals in
low latitudes and the Arctic region are extremely different, the arguments about accuracies of numerical schemes and the
parameters for diffusion and viscosity operators generally cannot be applied uniformly to a model domain.

The following can be considered to avoid such problems concerning the North Pole. 1) Creating a huge island including
the North Pole. The finite-difference calculation in the island is abandoned, and the lateral boundary values are restored
to the climatology. 2) Shifting the singular points of the model to a continent or a huge island by changing the model’s
horizontal grid system. The MRI.COM scheme adopts the latter approach, which is outlined in this section.

Because the MRI.COM code is based on generalized orthogonal coordinates, the geographical latitude (¢) and longitude
(A) are not of a great concern for the calculus in the model. However, it is necessary to know the land and sea distribution,
sea depth, scale factor, and the Coriolis parameter given as a function of A and ¢ at every grid point of the model prior
to the calculation. We describe the method of generating the orthogonal coordinate grid system in Section 24.2. Using a
conformal transformation in the general sense, the functions that describe the relation between model coordinates (u, ¥)
and geographic coordinates (A, ¢), A(u, ), ¢(u, ¥), u(4, ¢), and ¥ (4, ¢), are obtained.

Because an atmospheric boundary condition is given in many cases at grid points in geographic coordinates, it is
necessary to prepare tables for converting the surface atmospheric temperature, the wind stress, and so on. To convert a
vector quantity, we must remember that the direction of the y contour differs from that of the A contour (meridian). The
difference is described in Section 24.3. We can use the functions, (1, ¢) < (u,¥), to convert a scalar quantity as well
as sea depth and the Coriolis parameter. The total flux that the ocean receives from the atmosphere should be equal to the
total flux that the atmosphere gives to the ocean. The method for conserving the total flux is explored in Section 24.4. The
vector operation in generalized orthogonal coordinates is concisely described in Section 24.5.

24.2 Generation of orthogonal coordinate system using conformal mapping

We designate the plane that touches the sphere at the North Pole as Sy. A polar stereographic projection is a conformal
transformation in the general sense, so that an orthogonal coordinate system on the sphere is mapped onto an orthogonal
coordinate system on Sy and the orthogonality is preserved on the reverse transformation (Figure 24.1). Moreover, if Sy is
assumed to be a complex plane, various conformal transformations can be defined on it. Therefore, applying (i) the polar
stereographic projection, (ii) a conformal transformation on the complex plane Sy, and (iii) the reverse polar stereographic
projection to a geographic coordinate grid point (A1, ¢) on the sphere, an orthogonal coordinate grid point on the sphere
can be obtained (Bentzen et al., 1999).
The functions u(4, ¢) and ¥ (1, ) are obtained by the following procedure:
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SN

Figure24.1 Schematic illustration of a Polar stereographic projection (a conformal transformation in the general sense
between the sphere and Sy).

. From a point (4, ¢) on the sphere to a point z on SN (polar stereographic projection). Defining colatitude

¢’ =ﬂ/2_¢’ ,
2= tan (%) o, 24.1)

where the origin of Sy corresponds to ¢’ = 0 (¢ = x/2), and the positive part of the real axis corresponds to A = 0.

. Conformal transformation M¢ on Sy:

L =Mc(2). (24.2)

. From a point £ on Sy to a point (u, ¢) on the sphere (reverse polar stereographic projection).

p=arg(2), (24.3)
W' =2arctan ||, (24.4)
W=n/2-y. (24.5)

Functions A(u, ) and ¢(u, y) are obtained by reversing the above procedure.
Defining ' = /2 -y,

and

{ =tan (%) e, (24.6)
2= M), (24.7)
A = arg(2), (24.8)
¢’ =2arctan |z|, (24.9)
p=n/2-¢" (24.10)

Thus, when a model coordinate grid point, (ug+Au X (i — 1), yo+ Ay X (j —1)) is given, we know the geographic position
of the point, Coriolis parameter, etc., at once.
Bentzen et al. (1999) used the linear fraction conversion as a conformal transformation on Sy. That is,

(z—a)(b-c)

{ = Mc(2) c—a)b-2)

(24.11)
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where the three complex numbers a, b, and ¢ expressed by

’

a = tan (q;—”) e b =tan (¢—2b) e ¢ =tan (%) ele (24.12)

correspond to the three geographic coordinate grid points (14, ¢4), (Ap, ¢p), and (A¢, ¢.), which are mapped to the model
coordinate grid points, (u, ) = (0,7/2), (0,-7/2), (0,0), respectively. Therefore, the singular point (u, ) = (0,7/2)
in the model calculation can be put on Greenland, by setting (14, ¢,) at 75°N and 40°W. If TRIPOLAR or JOT option is
specified instead of SPHERICAL, then two singular points: (u, %) = (0,7/2) and (0, —7/2) can be put on arbitrary land
locations by suitably setting (14, ¢,) and (Ap, @¢p), which are model parameters (north_pole_lon, north_pole_lat,
south_pole_lon, and south_pole_lat in degree) that should be specified in namelist nm1_poles (Table 3.3).

When TRIPOLAR option is specified, the parameters are set to ¢, = ¢, = 64°N, 1, = 80°E, and 4;, = 100°W. The
transformed grids are used for the region north of 64°N, and geographic coordinates are used for the region south of 64°N.
This tripolar coordinate system can express the Arctic Sea with a higher resolution than the Southern Ocean. The adoption
of geographic coordinates south of 64°N enables us to do the assimilation and analysis with relative ease (Figure 24.2).

When JOT option is specified, the Joukowski conversion is used as a conformal transformation on Sy. That is,

”

z=Mz () =[¢+ w?o e, (24.13)

This Joukowski conversion maps the area outside the circle with a radius of i centered at the origin of the {-plane to the
whole domain of the z-plane, and rotates it by wo. The left panel of Figure 24.2 presents an example where the coordinate
system is created by setting ¢ to 20° and y to 80°. Because there is no discontinuity of grid spacing in this coordinate
system, the singular points can be put at various positions. For instance, the singular point on the North American side
can be put on the Labrador Peninsula or in Greenland.

X
O
OO
s
\Q‘ SRR
R
B
X

Figure24.2 Model coordinate grid arrangement in the Arctic sea. Left: Grid system made through the Joukowski
conversion (JOT). Right: Combination of the coordinate systems made through the linear fraction conversion and
conventional geographic coordinates (TRIPOLAR).

Functions A(u, ) and ¢(u,y) are defined as subroutine mp21p, and functions u(4, ¢) and ¥ (A, ¢) are defined as
subroutine 1p2mp. Module programs trnsfrm.{spherical,moebius, tripolar, jot}.F90 contain these internal sub-
routines. These functions, especially mp21p, are frequently used when the topography and the surface boundary condition
are made before starting the main integration of model.

24.3 Rotation of vector

A vector expressed in geographic coordinates (4, ¢) should be rotated when observed from model coordinates (u, ).
Taking advantage of the local orthogonality of coordinate axes, the angle (@) is obtained as an angle at which the meridian
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(4 = Ap) of geographic coordinates intersects that of the model coordinates (u = pg) at a certain point. First, we set

z2=f(0), z=x+iy, {=u+iv, (24.14)
ox 0y dy Ox
’ — _ i = —_ = 24.15
7 ou "' du av v (415
At a certain point zo = f(£p) on geographic coordinates, the angle 6 at which a curve v = vy meets a straight line y = yg
is given by
ay ady | Ox
tanf = | = = —/— s
an [(9)6}% [(914 Gu]vO
then (see Figure 24.3),
6 = arg(f'(£o))- (24.16)
zZ=x+ly S=u+iv
i ;
g"—o Mo
- V=Y V=Vo
Y=Yo
Ao
X u

Figure24.3 A meridian (red) in geographic coordinates (4, ¢) (left) and a meridian (blue) in model coordinates (u, ¢) (right).

Assuming A = arg(z) and pu = arg({), at point ¢y the straight line (v = v() meets the straight line (u = o) at the angle
—uo (uo — vo), and at point zo the meridian (1 = 1) meets the curve (v = vq) at the angle 19 — 6 (vo — Ag). The
meridian (1 = Ap) in A-¢ coordinates meets the line (u = o) in u-y¥ coordinates at angle a given as follows:

a=—-luy+ Adg— 06
=10 — po — arg(f’ (o). (24.17)

Subroutine rot_mp2lp defined in trnsfrm.{spherical, moebius, tripolar, jot}.F90 returns (cosa, sina) at a
specified grid point of the model. A wind stress vector (7, Ty) in geographic coordinates should appear in the model
ocean described in the p-i coordinate system as (7, cos a — Ty sina, T sina + 7, cos ).

24.4 Mapping a quantity from geographic coordinates to transformed coordinates

We consider a method to receive a quantity Gy ; given at the geographic coordinate grids (/,J) as the quantity Hpys n
at the model coordinate grids (M, N) (Figure 24.4). The quantities are wind stress components after the vector rotation,
precipitation per unit area, sea surface atmospheric temperature, and so on. In addition, the average depth at a model grid
point can also be calculated by the following method because bottom topography (depths of sea floor) is usually given in
geographic coordinates.
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\ZWD/\ Fluxes on A- ¢ Grids
\GH,J GI,J MJ-I
| \

] Cran Gy Aay = > Gy .A_.G’i»i, S
\ > ;/_- ' P
. E \ 3 1\ /»/‘ —
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H s Fluxes on - ¢ Grids

Figure24.4 Grids (/,J) and (M, N) subdivided into finer grids (i, j) and (m, n).

Grids (1,J) and (M, N) are suitably subdivided into finer grids (i, j) and (m, n). We call these filter grids. A quantity
G} ; is assumed to be homogeneously distributed in the geographic filter grids (i, j) covered by grid (1, J),

G, ;=G
Assume the quantity at a model filter grid Hy, ,, is equal to that at the nearest geographic filter grid,
H;ﬂ,n = Gl,'(m,n),j(m,n)'

The quantity at model grid (M, N) is obtained as the area-weighted average:

1 )
yv ; AtrmnHl s (24.18)

Hy N =

where Ag s n 1s the area of model grid and Ay, 5, is the area of model filter grid.

When the grid intervals of geographic filter grid (i, j) and model filter grid (m, n) are extremely small, the total quantity
(flux) received on the model grids (M, N) is equal to the total quantity (flux) given by the geographic grids (/,J). The
relation between the quantity in the geographic grids and that in the model grids is defined by weight w,

Hyn =) w(M,N,LJ)Gr . (24.19)
1,J

How is the quantity converted in an actual calculation in the model?

1. When the strict conservation of quantity (flux) is necessary:
Fresh water is not permitted to be generated or vanish at the surface boundary in a run using an atmosphere-ocean
coupled model, for instance. In this case, w(M, N, I, J) is prepared beforehand, and the flux is passed from the
atmosphere through equation (24.19) to the ocean. The resolution of the filter grid need not be extremely fine,
provided that every geographic filter grid is linked to more-than-zero model filter grids and

7 ’
ZAGI,J = ZA Gij= ZA H'mpn = Z AHMN-
1,J i,j m,n M,N

2. When conservation need not be guaranteed:
When the ocean model is driven by the surface boundary condition based on atmospheric re-analysis data, the
amount of fresh water entering the sea as precipitation and river discharge is not equal to that drawn from the ocean
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through evaporation and sublimation. Therefore, the global sea surface height rises or descends during years of
integration. It is not very important to pursue complete conservation of fresh-water under this condition. In such a
case, the flux at a model grid point can be prepared beforehand using equation (24.19), to avoid the time-consuming
flux conversions in the model calculation.

24.5 \Vector operation and differentiation in generalized orthogonal coordinates

To formulate the model equations, we have to know the vector operation and differentiation in generalized orthogonal
coordinates. Some basic formulae used in formulating primitive equations are presented here.
The line element vector 6x at a certain point (u, ¥, r) in an arbitrary general orthogonal coordinate system is expressed
as
O0X = h,éue, + hyoyey + h,ére,, (24.20)

where basis vectors e, €y, and e, are mutually orthogonal unit vectors, and h,,, hy, and h, are scale factors.

Defining

€ d €4 D e d
v=2Xt - = 24.21
I O hy 9% hy or (24.21)

the gradient of scalar A(u, ¥, r) is
e, 0A ey JdA e. 0A

VA = —t—— 24.22
I, 9n " hy 0y " hy dr’ (2422)
and the divergence of vector A = A e, + Ayey + A, e, is
1 O0(hyh,A O(hyhy A O(hyhyA
V-A= [ (rylrdy) | O v, Wlhy ’)]. (24.23)
huhyh, ou oy or
The r component of curlA is
1 [d(hyA 0(hu,A
[ (hydy) _ Bk ")]. (24.24)
huhy ou oy

The calculation of velocity advection includes (a - V)A, where a is an arbitrary vector (a = a e, +ayey + a,e,).
The p component of (a - V)A is

a-VA, +——

A ohy, oh oh
i ( ‘”) Ar ( K ahr). (24.25)

g \““ oy~ o) T o\ ar T an

The second and third terms are so-called "metric" terms in the equation of motion in spherical coordinates.
These expressions in spherical coordinates (4, ¢, ) are shown next. Defining longitude A, latitude ¢, and radius of the
earth r, scale factors are hy =rcos¢, hgy =r,and h, = 1.
Velocity vector v is
V =uey+vey +we,, (24.26)

where e,, €4, and e, are the eastward, northward, and upward unit vectors, respectively, and (u,v,w) = (rcos qﬁ/l, r¢5, ).
The gradient of scalar function A(A4, ¢, r) is,
e, 0A e50A 0A

A= — —, 24.2
rcos ¢ 6/l+ r (9(]5 e or (24.27)

where P p P
() €y
V= — —. 24.28
rc0s¢8/1+ r a¢ erﬁr ( )

For vector A = A e, + Agey + A€, the divergence is

1 [0A, 0(cospAy)] (r2A,)
V-A= — . 24.2
rcos¢ | 4 * o¢ T ar (24.29)
and the r component of curlA is
0A 0 A
[curlA], = “’ (cosdAy) | (24.30)
7 COS ¢ ¢
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The A component of (a - V)A is

Aga,tan ¢ N Aya,

[(a-V)A],=a-VA, - (24.31)
r
The Coriolis force in generalized orthogonal coordinates (u, ¥, r) is given as
20X v=(2Quw —2Q,v)e, + (2Q.u —2Q,w)ey + (2Q,v —2Q u)e,, (24.32)

where Q = Q e, +Qy e, +Q,e, is the rotation vector of the Earth, and v = ue, + ve, + we, is the velocity vector. We
designate f,, = 2Q,, fy = 2Qy, and f = f. = 2Q, in Chapter 2. The rotation vector of the Earth is (Q4,Q4,Q,) =
(0,Q cos ¢, Q sin ¢) in geographic coordinates (4, ¢, r).
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Chapter 25

User’s Guide

This chapter briefly explains the procedures needed to run MRI.COM. The description in this chapter is based on
MRI.COM version 5.0 and some contents presented in this chapter may not be used for the latest version. It is recom-
mended that users refer to README_First.md, README_Options.md, README_Namelist.md, README_Monitor.md, and
README_Restart.md in the docs/ directory when setting up a model.

The minimal information to prepare, run, and post-process is presented in this chapter in the following order:

* Model setup: User defined parameter files and compilation (Section 25.1 and Table 25.1).

 Input data: Grid spacing, topography, and surface forcing etc., to be read at run time (Section 25.2 and Table
25.2).

¢ Restart file: Explanation of restart files (Section 25.3).

» Execution: Explanation of the runtime parameters that control time-integration (Section 25.4).

* Post process: A description of monitor files (Section 25.5).

Note that cgs units are employed to express physical values in the model.

We are developing a comprehensive package of tools "MRI.COM eXecution Environment (MXE)" that aggregates
programs for preprocessing, execution, postprocessing, and analysis of MRI.COM experiments. This is briefly explained
in Section 25.6. Appendix (Sec. 25.7) contains website information and a list of model compilation options.

25.1 Model setup

25.1.1 Model configuration file (configure.in)

This section describes the procedures necessary for setting up the model and compiling its programs. First, prepare
configure.in that contains the information about model options and grid size. This is needed for compilation. Additional
parameters are required for some particular model options. Those are listed in Table 25.1 (see also README_Options.md).
Following is an example of configure.in.

- An example configure.in for Global tripolar 1° x 0.5° grid model ~

DEFAULT_OPTIONS="IDEALAGE ICE SIDYN CALALBSI SMAGOR VIS9P DIFAJS GLS VVDIMP
SOMADVEC ISOPYCNAL HFLUX TAUBULK WFLUX RUNOFF SFLUXR BULKNCAR
CYCLIC BBL TRIPOLAR PARALLEL"

NAME_MODEL="GLOBAL’

IMUT=364

JMUT=368

KM=51

NPARTX=8

NPARTY=4

NUM_ICECAT=5

NUMTRC_P=1

N J
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Table25.1 Model parameters to be set in configure.in

option name variable name description
always required | IMUT, JMUT,KM | zonal/meridional/vertical grid number
NAME_MODEL name of the model (default = "tmOGCM")

NSFMRGN the number of side-boundary ghost cells to reduce the communication cost
in parallel computation (see Ishizaki and Ishikawa, 2006)
PARALLEL NPARTX, NPARTY | the number of zonally/meridionally partitioned region for a computation us-
ing parallel processors: the number of parallel processes should be NPARTX

X NPARTY
passive tracers NUMTRC_P only when any passive tracer is calculated (NUMTRC_P > 1)
ICE NUM_ICECAT the number of thickness categories of sea ice

25.1.2 Compilation of the model

A standard compiling script is prepared as compile.sh in the src/ directory. The part depending on the system (OS,
Fortran compiler, and compiler option) are found in Machines/ directory.

To compile the programs, execute compile.sh. The script compile.sh creates param.F90, Icecat/ice_param.F90,
and Makefile from configure.in by running configure, and then executes the command make to create the executable
file ogcm. The environment variables for compilation are set in configure using the options prescribed in configure.in.
If configure.in is newer than param.F90, a new param.F90 is created based on the parameter values defined in
configure.in.

The program files that should be compiled are automatically selected according to the descriptions of the relationships in
Makefile, but users should be careful since it might not be perfect. The compilation should be carried out after executing
make clean, when any compile option in configure.in is changed.

25.2 Preparation of input data files for execution
Data files listed on Table 25.2 must be prepared, according to user’s specification of compile options and runtime

parameters. See Section 25.3 for how to handle restart files.

Table25.2 Main input data files and their related program files. Here, name_model represents the specific name given
as NAME_MODEL in configure.in.

subject file name specified in (NAMELIST.name_model)
runtime parameters NAMELIST.name_model

specification about monitoring NAMELIST.name_model MONITOR

variable horizontal grid spacing file_dxdy_tbox_deg (nml_horz_grid)
variable vertical grid spacing file_dz_cm (nml_vert_grid)

grid cell area and line elements file_scale (nml_grid_scale)
topography file_topo (nml_topo)

reference data for tracers trcref(_surf)_conf%file_data
restoring coefficient for tracers rstcoef(_surf)_conf%file_data
surface forcing file_data (nml_force_data)

surface forcing grid file_data_grid (nml_force_data)
restart files file_base (nml_restart)

25.2.1 Grid spacing and cell area

Details on how to specify grid information and how to prepare the necessary data is given in Section 3.6. The grid spacing
data file should be prepared for each of the horizontal (file_dxdy_tbox_deg) or vertical (file_dz_cm) directions when
variable grid spacing is used for that direction. The units are in degrees for the horizontal and in cm for the vertical.
When the model grid points are defined on the basis of general orthogonal coordinates, the quarter cell area and line
elements should be prepared. The units are in cgs. It is read from the file file_scale.
When spherical coordinates are used (SPHERICAL option), e.g., the grids are defined on geographical latitude and
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longitude, the grid information is analytically calculated in the model, and the file file_scale is not necessary.

25.2.2 Topography

Land-sea distribution and sea-floor topography should be given by the topography data file file_topo. The topographic
data consist of the 4-byte integer array HO4(imut, jmut) that contains the sea floor depths of the velocity grid points (in
cm) and the 4-byte integer array EXNN(imut, jmut) that contains its corresponding vertical level. They should be written
unformatted and sequentially as follows:

Format of topographic data (file_topo)

integer(4) :: ho4(imut, jmut),exnn(imut, jmut)
open(unit=nu, file=file_topo)
write(unit=nu) ho4, exnn

An example of the topography for global 1° X 0.5° model is shown in Figure 25.1. In creating a model topography,
especially for a low-resolution model, the user should be careful that the important gateways for the ocean circulation be
kept open and that the land blocking the ocean circulation be kept closed.

TOPOGRAPHY

908 + ; : : ‘ : : ‘ ‘ : : : !
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0 7000 2000 3000 4000 5000 6000 [m]

Figure25.1 Example of ocean model topography (global 1° x 0.5° grid model).

25.2.3 Reference data and restoring coefficient for tracers

For each tracer, the integration may be started from an initial state based on the reference data and the tracer values may be
restored to the reference data during the integration. To do this, tracer reference values and restoring coefficients should
be prepared. See Chapter 13 for how to prepare these data.

25.2.4 Surface forcing data

See Chapter 14 for how to prepare surface forcing data. The surface forcing data are read at a uniform time interval. A leap
year is set according to an optional namelist, nm1_calendar (Table 25.10). Climatological data may be used repeatedly.

The following data files should be prepared according to the chosen model options. Each file is opened only once at the
beginning of run time and thus should contain all the data needed for that run.
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Table25.3 Surface data to be read from namelist nml1_force_data.

name units usage

X-ward wind stress U-wind dyncm™ if not TAUBULK
Y-ward wind stress V-wind dyncm™ if not TAUBULK
X-ward wind speed U-wind cms! if TAUBULK
Y-ward wind speed V-wind cms™! if TAUBULK
Downward shortwave radiation | ShortWave ergs Tem™? =

103 Wm™
Downward longwave radiation | LongWave ergs ' cm™2
Surface air temperature TempAir °C
Surface air specific humidity SphAir 1
Scalar wind speed ScalarWind cms™! unnecessary if TAUBULK
Sea level pressure Seal.evelPressure hPa also available for SLP
precipitation Precipitation gsTecm™ WFLUX
river discharge RiverDischargeRate gs Tem™ RUNOFF
Sea ice area fraction IceConcentrationClimatology 1 ICECLINM

25.3 Restart file

A set of restart files provides an instantaneous state necessary to resume a model integration. This section explains how
to handle restart files.

25.3.1

Restart files for the ocean model are specified using a common namelist block, nml_restart, in the same manner as
history outputs. The namelists must be written in NAMELIST.name_model (default) as follows:

Restart for the ocean model

An example namelist for temperature restart files

&nml_restart
name = ’temperature’,
file_base = ’'result/rs_t’,
(interval_step = 0,)

/

where name is a variable name to be input/output (listed in Table 25.4), and file_base specifies the basename of the
restart files. This information is shared by both input and output files. In the above example, the name of a restart file
for temperature is result/rs_t.YYYYMMDDHHMMSS. A suffix indicating the date and time of data is always added to the
basename. (Namlist block nmlrs_ in MRI.COMv4 has been removed.)

Table 25.4 lists available names in nml_restart (name is not case sensitive). Required elements depend on model
options. See docs/README_Restart.md for more information. An example for a set of biogeochemical tracers is also
shown in Section 19.6.

Table25.4 Restart variables and their namelist block that specifies their restart file attributes.

variable name model options namelist in MRI.COMv4
Potential temperature nmlrs_t
Salinity nmlrs_s
X Velocity nmlrs_u
Y Velocity nmlrs_v

Continued on next page
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Table 25.4 — continued from previous page

variable name model options namelist in MRI.COMv4

Sea Surface Height nmlrs_ssh
X Transport nmlrs_uml
Y Transport nmlrs_vml
X diffusion flux for SSH nmlrs_ssh dflx x
Y diffusion flux for SSH nmlrs_ssh_dflx y
Global Mean Density and Pressure required if CALPP nmlrs_density
Vertical Tracer Diffusivity VVDIMP nmlrs vmix_avd
Vertical Momentum Diffusivity VVDIMP nmlrs vmix_avm
passive tracers (see Section 19.6) NUMTRC_P > 0 nmlrs_ptrc
Tidal X Transport TIDE nmlrs tide_um
Tidal Y Transport TIDE nmlrs_tide_vm
Tidal Sea Surface Height TIDE nmlrs_tide_ssh
M-Y eddy kinetic energy diffusion MELYAM nmlrs_my_avq
M-Y turbulent velocity scale MELYAM nmlrs_my_q
M-Y length scale MELYAM nmlrs_my_alo
Noh-Kim eddy kinetic energy diffusion NOHKIM nmlrs_nk_avq
Noh-Kim eddy kinetic energy NOHKIM nmlrs_nk_eb
GLS eddy kinetic energy diffusion GLS nmlrs_gls_avk
GLS generic variable diffusion GLS nmlrs_gls_avp
GLS eddy kinetic energy GLS nmlrs_gls_eke
GLS generic variable GLS nmlrs_gls_psi
GLS length scale GLS nmlrs_gls_alo
(see Section 25.3.2) SOMADVEC and nml_somadv

adv_scheme%name

="som” in nml_tracer_data

for any tracer
Sea ice ICE nml_seaice_rst_in

Restart files are saved in a Fortran direct-access format, which can be read by a following program.

e Program to read a restart file of the ocean model ~N
character(14) :: date = '20010101000000° !'- for 0:00z1]JAN2001
real(8) ;1 d(imut, jmut,km)
integer(4),parameter :: nu = 10 ! device number

open(nu, file="result/rs_t.’//date, form="unformatted’, &
& access="direct’,recl=imut*jmut*km*8)

read(nu,rec=1) d

close(nu)
N J

The file endian is that of the computer where the model runs. There are support tools to visualize restart files in

the directory, tools/MK_GRADS. Please follow the instructions given by tools/MK_GRADS/QOREADME.txt. The MXE
package (Section 25.6) also has tools for visualization in the directory, postp/.

25.3.2 Restart for the SOM advection scheme

When the SOM tracer advection scheme is used (SOMADVEC), the model may read and write additional 9 restart files of the
2nd order moments for each tracer. Their names are BASENAME_SOM_SS.YYYYMMDDHHMMSS, where BASENAME indicates a
character string specified by file_base in namelist nm1_restart, SS elements of the moments (9 types), and the suffix
for the date and time. The format of each file is the same as the tracer restart files. See Section 10.5 for the SOM scheme,
and nml_tracer_data in docs/README_Namelist.md to control the SOM restart input/output. (Naming of the SOM
restart files was changed in MRL.LCOMvVS. Use tools/ver46to47/SOMRESTART/ to rename SOM restart files.)
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25.3.3 Restart for the sea ice model

To handle restart files of the sea ice model, a namelist block, nml_restart with name = "Sea ice", must be specified.
(nml_seaice_rst_in and nml_seaice_rst_out are obsolete.) The restart file contains a number of variables needed
to restart the sea ice model, and can be read by the following program.
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-

real(8)

real(8)

real(8)
real(8)
real(8)
real(8)
real(8)
real(8)
real(8)

real(8)

integer(4), parameter ::
| ice concentration

:: aicen (l:imut,1:jmut,®:ncat),
! ice thickness
: hicen (l:imut,1:jmut,0®:ncat),
! averaged sea-ice thickness

:: hsn

: sOn

integer(4) ,parameter ::
integer(4)

| averaged snow thickness
(l:imut,1:jmut,0:ncat),
| ice surface temperature
;1 tsfcin(l:imut,1:jmut,0:ncat),
| ice temperature
;1 tlicen(l:imut,1:jmut,®:ncat)
| sea surface skin temperature

;1 tO@icen(l:imut,1:jmut,®:ncat)
| sea surface skin salinity
(1:imut,1:jmut,®:ncat)
| skin temperature beneath the sea ice
11 tO@iceo(imut, jmut)

! skin temperature in the open leads

11 tO@icel(imut, jmut)

| stress tensor
: sigmal(imut, jmut), sigma2(imut, jmut), sigma3(imut, jmut)

Program to read restart for the sea ice model

real(8) :: hin (l:imut,1:jmut,0:ncat), hi
| snow depth
real(8) :: hsnwn (l:imut,l:jmut,®:ncat),

i i1i=0,m

; read(nu,rec=i)
; read(nu,rec=i)
; read(nu,rec=i)
; read(nu,rec=i)
; read(nu,rec=i)
; read(nu,rec=i)
; read(nu,rec=i)
; read(nu,rec=i)
; read(nu,rec=i)

dom=0, ncat ; i =1+ 1
dom=0, ncat ; i =1 +1
dom=0, ncat ; i =1 + 1
dom=0, ncat ; i =1+ 1
dom=0, ncat ; i =1 +1
dom=0, ncat ; i =1+ 1
dom=0, ncat ; i =1+ 1
dom=0, ncat ; i =1 +1
dom=0, ncat ; i =1 + 1
i=1i+1; read(nu,rec=i)
i=1+1; read(nu,rec=i)
i=1i+1; read(nu,rec=i)
i=1i+1; read(nu,rec=i)
i=1+1; read(nu,rec=i)
i=1i+1; read(nu,rec=i)
i=1i+1; read(nu,rec=i)
i=1+1; read(nu,rec=i)
i=1i+1; read(nu,rec=i)
i=1i+1; read(nu,rec=i)
close(nu)

ncat = 5 ! number of thickness categories
a®iceo(imut, jmut)

hiceo (imut, jmut)

(imut, jmut)

hsnwo (imut, jmut)
hsnw (imut, jmut)

tsfci (imut, jmut)

nu = 10 ! device number

open(nu, file="result/rs_ice’, form="unformatted’, &
& access=’direct’, recl=imut*jmut*8)

aicen(l:imut,1:jmut,m) ; enddo
hin (1:imut,1l:jmut,m) ; enddo
hsn (1:imut,1:jmut,m) ; enddo
hicen(l:imut,1:jmut,m) ; enddo
hsnwn(l:imut,1:jmut,m) ; enddo

tsfcin(l:imut,1:jmut,m) ; enddo
tlicen(l:imut,1l:jmut,m) ; enddo
tOicen(l:imut,1:jmut,m) ; enddo
sOn(l:imut,1:jmut,m) ; end do

aliceo(l:imut,1:jmut)
hi(l:imut,1:jmut)
hsnw(1l:imut, 1:jmut)
hiceo(l:imut,1:jmut)
hsnwo(1l:imut,1:jmut)
uice(l:imut, 1:jmut)
vice(l:imut,1:jmut)
sigmal(l:imut,1:jmut)
sigma2(l:imut,1:jmut)
sigma3(l:imut,1:jmut)
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25.3.4 Control of input and output at run time
a. Input

Input of restart files at run time is controlled by namelist listed on Table 25.5. By setting 1_rst_in = .true. in
nml_run_ini_state, all necessary elements are read from restart files. However, the specification by 1_rst_in may be
overridden for some elements by specifying namelists dedicated to those elements. Note that model tries to read restart
files for all passive tracers, thus namelist nmlrs_ptrc must be always specified appropriately.

Table25.5 Namelist blocks that control input of restart files.

namelist block

variable name

Usage

nml_run_ini_state

1 rst_in

.true. : read restart files and resume integration
.false. (default): initial state is set internally

No motion (u,v,ssh=0).

Initial condition for temperature and salinity are
deteremined by nml_tracer_run

nml_barotropic_run

1 rst_barotropic_in

default=1 rst_in

nml_baroclinic_run

1 _rst_baroclinic_in

default=1_rst_in

nml_tracer_run

1_rst_tracer_in

default=1_rst_in
applicable to only temperature and salinity

nml_vmix_run

1 rst_vmix_in

default=1_rst_in

nml_tide_run

1 rst_tide_in

default=1 rst_in

nml_melyam_run

1 rst_melyam in

default=1 rst_in

nml_nohkim_run

1 _rst_nohkim in

default=1_rst_in

nml_gls_run

1 rst_gls_in

default=1_rst_in

nml_density_run

1 rst_density_in

default=1 rst_in

nml seaice_run

1 rst_seaice_in

default = .false.

nml_tracer_data
nml_tracer_data

adv_scheme%1lrstin_som | =.true. to read restart of SOM scheme
adv_scheme%1lrstout_som| = .true. to write restart of SOM scheme

b. Output

Model always try to write restart files of the oceanic part according to the specification by the namelists listed on Table
25.4. Users have to specify those namelists appropriately to obtain restart files and terminate the model normally. Output
from the SOM scheme may be suppressed if adv_scheme%]lrstout_som = .false. in nml_tracer_data.

25.4 Execution

To run a model, a shell script that handles input/output files, executes the compiled binary ogcm, and post-processes is
usually prepared. The following two namelist files have to be given.

o NAMELIST.name_model gives runtime parameters. See docs/README_Namelist.md for details.
¢ NAMELIST.name_model MONITOR specifies sampling. See docs/README_Moni tor.md for details.

Runtime parameters relevant to time-integration are listed on Tables 25.6 through 25.11. Other parameters are explained
in corresponding chapters.
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Table25.6 Namelist nml_time_step.

variable name units description usage
dt_sec sec, unit time interval for equation of motion | required
real(8) | and tracer
alpha_bryan_ 1984 real(8) | acceleration parameter @ of Bryan (1984). | default =1
See Section 2.3.1.
1 monitor_time logical | time step monitor is written to standard out- | default = .true.
put O

Table25.7 Namelist nml_run_period.

variable name units description usage
nstep_total integer | total number of time step of this run required
Table25.8 Namelist nml_exp_start that specifies start time of the whole experiment.
variable name units description usage
year integer(4) | year default = —999
month integer(4) | month default = 1
day integer(4) | day default = 1
hour integer(4) | hour default =0
minute integer(4) | minute default =0
second integer(4) | second default =0
Table25.9 Namelist nml_run_ini that specifies start time of this run.
variable name units description usage
year integer(4) | year default = 1
month integer(4) | month default = 1
day integer(4) | day default = 1
hour integer(4) | hour default =0
minute integer(4) | minute default = 0
second integer(4) | second default = 0
Table25.10 Namelist nml_calendar that specifies treatment of leap year.
variable name units description usage
1 _force_leap | logical | Use1l_leap todecide whether the currentyear | default = .false., the realistic calendar is
is leap or not. followed
1 leap logical | the current year is a leap year or not. default = .false.
Table25.11 Namelist nml_stdout that specifies standard output (program log).
variable name units description usage
1_stdout2file logical | Standard output is written to separate files for MPI processes default = .false.

file_base_stdout

(XXXX: mpi process number)

file name is name_model-file_base_stdout-stdout. XXXX

1_debug

logical

debug mode

default = .false.

25.5 Monitoring

This section summarizes outputs of states in experiments (so called history data) used for monitoring and analyses.
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25.5.1 History of the ocean and ice models

Specification of history outputs is common in the ocean and sea ice models. Users prepare a namelist file named
NAMELIST.name_model MONITOR dedicated to history outputs (name_model can be specified by NAME_MODEL in
configure.in, default=0GCM), and write the following namelist blocks, nm1_history, in it as needed,

s An example namelist for mean temperature output ~
&nml_history
name = ’temperature’
file_base = 'result/hs_t’
interval_step = 48
[suffix = ’day’]

- Y

where name specifies the variable name to be output, file_base the basename of the history files, interval_step the
output interval in terms of the integration time step. An option item of suffix specifies the depth of calendar date and time
used in the file suffix. In the above example, the time-mean temperature is written to the file, result/hs_t.YYYYMMDD, at
every 48-th time step.

History files are saved in a Fortran direct-access format, which can be read by a following program.

e Program to read ocean model history data ~
character(8) :: date = '20010101° !- for 1JAN2001
real (4) ;1 d(imut, jmut,km)
integer(4),parameter :: nu = 10 ! device number

open(nu, file='result/hs_t.’//date, form="unformatted’, &
& access="direct’, recl=imut*jmut*km*4)
read(nu,rec=1) d
close(nu)
N J
A GrADS control file to visualize data is also made by default (result/hs_t.ctl in the above example).

The state variables that can be monitored by namelist nm1_history are listed in docs/README_Monitor.md. There
are many options in nml_history, such as netCDF output, snapshot output, averaging in the model region, output in a
specified sub region, addition of an offset value, multiplication by a factor, and so on. See docs/README_Moni tor.md for
the available options.

History outputs of the sea ice model are also specified by nm1_history in the same manner as the ocean model. State
variables that can be monitored are listed in the sea ice section of docs/README_Monitor.md. The format of output files
is also common, except that a missing value for grids of ocean without sea ice should be different from the one for land
grids. By default, the value of 0.e0 is used for the former, while -9.99e33 for the latter. (These values can be changed by
nml_seaice_hst written in NAMELIST.name_model.)

25.6 MRI.COM eXecution Environment (MXE)

We have been developing a package "MRI.COM eXecution Environment (MXE)" that aggregates programs for prepro-
cessing, execution, postprocessing, and analysis of MRI.COM experiments. By using prepared tools, users can relatively
easily perform complex work of model building and various analyses. In fact, this package is also used as a common basis
for developing various ocean models at the Meteorological Research Institute.

The MXE package includes the following tools.

¢ Preprocessing tools for creating experiment setup files (directory prep/)

* Directory template for running MRI.COM (exp/)

* Postprocessing tools for visualizing output files (postp/)

* Fortran analysis tools (anl/)

¢ Python analysis tools (anlpy/)

¢ A Fortran library that provides basic subroutines such as grid and topography information (1ib/)

The main programs are written in Fortran and sample shell scripts are also included for execution. Several tools in the
package have been confirmed by unit testing. This package is managed independently from MRI.COM, but it is provided
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to users as an accompanying material. Since it is often updated like MRI.COM, it is recommended to use the latest version.
For details on how to use MXE, see the file README-MXE.md in the top directory (in Japanese).

25.7 Appendix

25.7.1  Web site
See the web page https://mri-ocean.github.io/ for getting MRI.COM.

25.7.2 Model options

The model options are listed on Table 25.12. Only major options are listed here. Description about those related to
bio-geochemical models can be found in Chapter 19. The description of all options for the latest version can be found
in src/README.Options. Though an expression like OGCM_PARALLEL is used in the source program, OGCM_ is omitted
when users specify options in configure.in.

Table25.12 Description of Model Options

Model option Description
BBL uses the bottom boundary layer model
BIHARMONIC uses biharmonic operator for both horizontal viscosity and diffusion
(*) If ISOPYCNAL is also selected, the biharmonic form is used only for viscosity and not for diffusion.
BULKNCAR Large and Yeager (2004; 2009) is used for the surface flux bulk formula. This option corresponds to
the COREs.
(*) BULKNCAR is available only for HFLUX case.
CALALBSI Sea-ice albedo is calculated using sea-ice conditions according to Los-Alamos model instead of using
a constant value
CALPP considers the time variation of pressure for the equation of state
CARBON bio-geochemical process is included
(*) numtrc_p= 4 for Obata-Kitamura model; numtrc_p= 8 for NPZD model
CBNHSTRUN atmospheric pCO; is given from file
(*) use with CARBON
CHLMA94 shortwave penetration scheme with chlorophyll concentration by Morel and Antoine (1994)
(*) use with NPZD and SOLARANGLE
CYCLIC uses zonally cyclic condition
DIFAJS sets large vertical diffusion coefficient (1.0 m? s~ 1) between unstable points instead of convective
adjustment
F2003 Program uses Fortran 2003 features
FSVISC calculates viscosity explicitly in the barotropic momentum equation
GMANISOTROP | Anisotropic horizontal variation of thickness diffusion is used
(*) use with ISOPYCNAL
GMTAPER Taper GM vector stream function near the sea surface
(*) cannot be used with SLIMIT, GMANISOTROP, AFC
GMVAR Horizontal thickness diffusion is allowed to vary in horizontal
GLS Generic length scale model of Umlauf and Burchard (2003)
HFLUX calculates sea surface heat flux using bulk formula
ICE sea ice is included

Continued on next page
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Table 25.12 — continued from previous page

Model option Description
ICECLIM reading climatological sea-ice fractional area from file
ISOPYCNAL uses isopycnal diffusion and Gent-McWilliams’ parameterization for eddy
induced tracer transport velocity (thickness diffusion)
ISOTAPER Taper isopycnal diffusion coefficient (ISOPYCNAL)
MELYAM uses Mellor and Yamada Level 2.5 for mixed layer model
MPDATAADVEC | uses MPDATA for tracer advection
NOHKINM uses Noh’s mixed layer model
NPZD NPZD process is included
(*) use with CARBON
OFFNESTPAR Used as the lower-resolution part of an off-line one-way nesting calculation
OFFNESTSUB Used as the higher-resolution part of an off-line one-way nesting calculation
PARALLEL parallel calculation using MPI. The number of zonally and meridionally partitioned regions should
be specified as NPARTX and NPARTY, respectively.
PARENT executed as low resolution model of the on-line nesting calculation
RUNOFF uses river runoff data
(*) available only for WFLUX
SIDYN sea-ice dynamics model with EVP rheology
(*) available only for ICE
SLIMIT Tapers thickness diffusion near the sea surface
SLP Sea surface is elevated/depressed according to surface atmospheric pressure
SMAGHD uses the Smagorinsky viscosity coefficient multiplied by a constant ratio as the horizontal diffusion
coefficient
(*) available only for SMAGOR
SMAGOR uses the Smagorinsky parameterization for horizontal viscosity
SOLARANGLE solar insolation angle is considered in calculating shortwave penetration
SOMADVEC uses second order moment advection by Prather (1986)
SPHERICAL calculates scale factor semi-analytically for spherical coordinates
SUB executed as a high resolution model of the on-line nesting calculation
TAUBULK calculates the wind stress using bulk formulae by reading wind speed over the ocean
TDEW reads dew-point temperature and converts to specific humidity
(*) available only for HFLUX
TIDE Tide producing forcing is activated
TRCBIHARM uses biharmonic operator for horizontal diffusion
(*) Should not be used with ISOPYCNAL
TRIPOLAR Tripolar system is used to construct model grids of a global model
(*) Cannot be used with SPHERICAL
UTZQADVEC "UTOPIA" and "QUICKEST" scheme can be used for horizontal and vertical tracer advection with
ultimate limiter
VISANISO Anisotropic viscosity coefficients are used
(*) use with VIS9P
VIS9P calculates the viscosity using adjacent 9 grid points
VISBIHARM uses biharmonic operator for both horizontal viscosity
VMBG3D reads 3-D vertical viscosity and diffusion coeflicients from a file
VVDINP calculates the vertical diffusion/viscosity by implicit method

Continued on next page
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Table 25.12 — continued from previous page

Model option Description
(*) it is automatically loaded if any mixed layer model is used or ISOPYCNAL option is selected
WADJ adjusts sea surface freshwater flux every time step to keep its global sum to be zero
(*) available only for WFLUX
WFLUX uses the sea surface freshwater flux to force the model
MOVE used as ocean module for data assimilation (MOVE) system
SCUP use simple coupler (SCUP) library
SCUPCGCM used as an ocean module for a coupled model using scup for communication
SCUPNEST on-line nesting

(*) use with SCUP
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(o)

O e 261
OB T .t 261
OFFNESTPAR . . ... e 280, 322
OFFNESTSUB . ... 23,280, 322
OPTIONS .. s 30, 241

P

PARALLEL ... .ot 312,322
PARENT ... 282,322
PPMADVEC. ...ttt 118, 143, 145
Q
QUICKADVEC . . ... 143-145
R
RUNOFF. ...t 138, 161, 314, 322
s
SCUP . ..o 268,323
SCUPCGCM..........oveeeen.. 175, 235, 268, 277, 278, 282, 323
SCUPNEST ...t 282,323
S e e 266
SIDYN ...ttt 242,243,322
SKINGSAM . ... 171
SLIMIT ... 131, 134, 321, 322
SLP ..o 62,69, 155, 314, 322
SMAGHD ...ttt 85, 88, 125, 322
SMAGOR ...\t 71, 83, 85, 88, 322
SOLARANGLE ........oiiii i 156-158, 321, 322
SOMADVEC ..o 114, 143, 145, 315, 322
SPHERICAL . ...\ 30, 31, 305, 312, 322
STABLERUN ... ...\ttt 163
SUB ..ot 23, 175, 282, 322
T
TAUBULK ...\ 154, 155, 210, 314, 322
TDEW ..o 322
TIDE .\ 250, 251, 315, 322
TRCBIHARM ...\ 124, 125, 134, 322
TRIPOLAR . ...\ vt 23, 24, 30-32, 305, 322
............................................... 138
....................................... 101, 143, 322
................................................. 88, 89, 322
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................ 137, 138, 322
137, 143, 315, 322
w
WADJ ..o 161, 162, 276, 277, 323
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KGMEAT BT S — a3k

Ny 7 750y FREGHROBIEEDRSE MBS YR BIFIEBE, 1978)

Development of Monitoring Techniques for Global Background Air Pollution. (MRI Special Research Group on Global
Atmospheric Pollution, 1978)

FEE KL O MBI N HIBIRBE OFIAENFZE (HUE K ILBFZEES, 1979)

Investigation of Ground Movement and Geothermal State of Main Active Volcanoes in Japan. (Seismology and Volcanology
Research Division, 1979)

SR AT ZEA S T ISR S o RSB Sk iise (EFEHRED, RRETE.CZB), fREPE, FFErd, 1979)

On the Meteorological Tower and Its Observational System at Tsukuba Science City. (T. Hanafusa, T. Fujitani, N. Banno,
and H. Uozu, 1979)
M H R IR BLI o A 7 L OBH%E (R LBFZESS,  1980)

Permanent Ocean — Bottom Seismograph Observation System. (Seismology and Volcanology Research Division, 1980)
AN B 51K —400m (303 500m) R E 1,000m P& — (1934—1943 KX OF 1954—1980 4F)  (MEEWFFEET,
1981)

Horizontal Distribution of Temperature in 400m (or 500m) and 1,000m Depth in Sea South of Honshu, Japan and Western
— North Pacific Ocean from 1934 to 1943 and from 1954 to 1980. (Oceanographical Research Division, 1981)
FRJEE A o DR D728 2 K&y K USRS R S OB (= @ BERFSEES,  1982)

Observations of the Atmospheric Constituents Related to the Stratospheric ozon Depletion and the Ultraviolet Radiation.
(Upper Atmosphere Physics Research Division, 1982)

83 RGBT OBAFE (HIFRKILIBFIEES, 1983)

Strong —Motion Seismograph Model 83 for the Japan Meteorological Agency Network. (Seismology and Volcanology
Research Division, 1983)

RRAITBT 25/ OBFEHRZICET D78 (WELREHIIEES, 1984)

The Study of Melting of Snowflakes in the Atmosphere. (Physical Meteorology Research Division, 1984)
EVRTIRT 5 9 31T VI A EBLY (MR A LFFEETs - MBEDTZEES, 1984)

Bottom Pressure Observation South off Omaezaki, Central Honsyu. (Seismology and Volcanology Research Division and
Oceanographical Research Division, 1984)

A AL OIERREDORERE (FHRATFEES, 1984)

Statistics on Cyclones around Japan. (Forecast Research Division, 1984)

AR & REIGIE OWE I BT 20198 Ok K SITFEER, 1984)

Observations and Numerical Experiments on Local Circulation and Medium —Range Transport of Air Pollutions. (Applied
Meteorology Research Division, 1984)

KHHEN LTI D k%8 (AR LFSERD, 1984)

Investigation on the Techniques for Volcanic Activity Surveillance. (Seismology and Volcanology Research Division, 1984)
R[EGFEFRLARIEERET L — 1 (MRI- GCM— 1) (THAMFFEES, 1984)

A Description of the MRI Atmospheric General Circulation Model (The MRI « GCM— I ). (Forecast Research Division,
1984)

BROMEEDIAL EBEBIT DHE— B 7916 O—4— (BEMFIELS, 1985)

A Study on the Changes of the Three - Dimensional Structure and the Movement Speed of the Typhoon through its Life
Time. (Typhoon Research Division, 1985)

BRHESE 7 /L MRI & MRI— 1L OFH A HLBAFIE — SHARRERBIE — (HERSTZEE, 1985)

An Intercomparison Study between the Wave Models MRI and MRI— II' — A Compilation of Results — (Oceanographical
Research Division, 1985)

HIFR P AN B9 2 FHBRAY M OV AR IOMTIE (MR K LI SEHR,  1985)

Study on Earthquake Prediction by Geophysical Method. (Seismology and Volcanology Research Division, 1985)
JeeERi B A SR RIRR 2R (EATIEES, 1986)

Maps of Monthly Mean Surface Temperature Anomalies over the Northern Hemisphere for 1891 —1981. (Forecast Research
Division, 1986)

g R DITSE (EEWERIIZEH, [ERMRENTIE, TRT7eEs, it <@lileT, 1986)

Studies of the Middle Atmosphere. (Upper Atmosphere Physics Research Division, Meteorological Satellite Research
Division, Forecast Research Division, MRI and the Magnetic Observatory, 1986)

Ry 7T =L —=FIZE DK% - lROMIE GREHEZIIIEES « 1 EMFFEES « T-HMTIEES - O KGATZER - MF
WFFERD, 1986)

Studies on Meteorological and Sea Surface Phenomena by Doppler Radar. (Meteorological Satellite Research Division,
Typhoon Research Division, Forecast Research Division, Applied Meteorology Research Division, and Oceanographical
Research Division, 1986)

REGMTEFTRTEE KA ARTEERE 7 /L (MRL - GCM— 1) ([Z& 2 12 5 Ofty (THATZEE, 1986)

Mean Statistics of the Tropospheric MRI « GCM — I based on 12 —year Integration. (Forecast Research Division, 1986)
TR TR 19831986 (FEWERRFSEES, 1987)

Multi — Directional Cosmic Ray Meson Intensity 1983 —1986. (Upper Atmosphere Physics Research Division, 1987)
L KGR TOFE DY | B O KT — 2 23D < W IEE OMAT I B9~ 2 0158 (MR A LAFZEHT, 1987)



33 5

%34 5

%37 &
%38 &
%39 5

40 B

Jopse

%41 5

a2

K[EWFFCATHAT S 5 87 B 2023

Study on Analysis of Volcanic Eruptions based on Eruption Cloud Image Data obtained by the Geostationary Meteorological
satellite (GMS). (Seismology and Volcanology Research Division, 1987)

FA— Z R (RS, UEE(EAT, 1988)

Marine Climatological Atlas of the sea of Okhotsk. (Y. Shinohara and N. Shikama, 1988)

MEERIEERE 7 /L 2 T2 JB DG ) FE N 2 KPR DISE £ (EFERTEES, 1989)

Response Experiment of Pacific Ocean to Anomalous Wind Stress with Ocean General Circulation Model.
(Oceanographical Research Division, 1989)

KNP BT DUREE TR OFRMIEEI 5340 (EEDTZEERS, 1989)

Seasonal Mean Distribution of Sea Properties in the Pacific. (Oceanographical Research Division, 1989)
HBATICBLR DT — & ~— 2 (MR KIUBTFEES, 1990)

Database of Earthquake Precursors. (Seismology and Volcanology Research Division, 1990)

IHBHT ISR DRI DREAK > AT L0 (B ERTZEES, 1991)

Characteristics of Precipitation Systems During the Baiu Season in the Okinawa Area. (Typhoon Research Division, 1991)
KGAFZERT « THATZEE TR S EiKIEE T v (I BL - FrigfnkE, 1991)

Description of a Nonhydrostatic Model Developed at the Forecast Research Department of the MRI. (M. Ikawa and K. Saito,
1991)

EOKGHBREICET 2R ERITE (KEERTIEE - WEKERIITEE « ISHRGMITEE - KRR - Bl 2T LHF
FEEh - B EWEIERD, 1992)

A Synthetic Study on Cloud — Radiation Processes. (Climate Research Department, Physical Meteorology Research
Department, Applied Meteorology Research Department, Meteorological Satellite and Observation System Research
Department, and Typhoon Research Department, 1992)

KRR EWE - R E DT R F—ZHBRICHET 208 (ZLIES - WRE R - % 72 - IR, 1992)
Studies of Energy Exchange Processes between the Ocean —Ground Surface and Atmosphere. (M. Mikami, M. Endoh, H.
Niino, and K. Yamazaki, 1992)

KK B O HBUHEE D B A 7c AR D FREIHER —30 £ 0 A K BEEHZ S Bt — (BKILZE7, 1993)
Seasonal Transition in Japan, as Revealed by Appearance Frequency of Precipitating-Days. — Statistics of Daily
Precipitation Data During 30 Years —(T. Akiyama, 1993)

[ AR T AN B 2 BHAIRIATTE (MR K LT ZEs,  1994)

Observational Study on the Prediction of Disastrous Intraplate Earthquakes. (Seismology and Volcanology Research
Department, 1994)

ARG BIIBE R & 2 Pl GG - B S 27 LAFJEED, 1994)

Intercomparisons of Meteorological Observation Instruments. (Meteorological Satellite and Observation System Research
Department, 1994)

Bt #5 e A O R BRI AT 7V LT U7 M~ DA (6 KGR FEES,  1995)

The Long —Range Transport Model of Sulfur Oxides and Its Application to the East Asian Region. (Applied Meteorology
Research Department, 1995)

VA TR T 7 AT —IZ L DREOBINEDONIE (KRGHE - B 2T LAFZERS, 1995)

Studies on Wind Profiler Techniques for the Measurements of Winds. (Meteorological Satellite and Observation System
Research Department, 1995)

Rk « BT BER O N THEHERZRE D /34T ik R OV OHIERALFRIRTSE (BRI AT SEES,  1996)

Geochemical Studies and Analytical Methods of Anthropogenic Radionuclides in Fallout Samples. (Geochemical Research
Department, 1996)

KRR L HEFEOHBRALFEINITE (1995 KT 1996 4F)  (HIERIL2RFZEES, 1998)

Geochemical Study of the Atmosphere and Ocean in 1995 and 1996. (Geochemical Research Department, 1998)

FRIE 2 YOTHERUERTE (A, 1999)

Vertically 2-dmensional Nonlinear Problem (H. Kanehisa, 1999)

BRI T RMEATOIITE (FHRATZERE, 2000)

Study on the Objective Forecasting Techniques (Forecast Research Department, 2000)

P BE OIS 5 1 D IS 7085 & BT EY TR BT 2 0F%8 (IR K ILIFSERS,  2000)

Study on Stress Field and Forecast of Seismic Activity in the Kanto Region (Seismology and Volcanology Research
Department, 2000)

R E BT & DR T O A RERNR L D& E o Hrds LUK 0 "B SR & ik o Ok O IS PSR
RN L OME (RIS - &)1 - g5, 2000)

Coulometric Precise Analysis of Total Inorganic Carbon in Seawater and Measurements of Radiocarbon for the Carbon
Dioxide in the Atmosphere and for the Total Inorganic Carbon in Seawater (I.Masao, H.Y.Inoue and H.Matsueda, 2000)
REGMTIEFT BB TR — I =7 v GRRRTNGE - Iiis - KFAE - = HH L, 2001)
Documentation of the Meteorological Research Institute / Numerical Prediction Division Unified Nonhydrostatic Model
(Kazuo Saito, Teruyuki Kato, Hisaki Eito and Chiashi Muroi, 2001)

KEBLOVEAKFT O ma 7 vtah—RAAORKBERNE L[S RFT 7 an 74 a ) —R B RET A D
filesr. (Rpkefes - JF EGE)IDASE, 2004)

Precise measurements of atmospheric and oceanic chlorofluorocarbons and MRI chlorofluorocarbons calibration scale
(Takayuki Tokieda and Hisayuki Y. Inoue, 2004)

PostScript = — &4 44 5 HiH > —/L"PLOTPS"~ = = 7 /L (IiEEiE.2, 2004)
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Documentation of "PLOTPS": Outputting Tools for PostScript Code (Teruyuki Kato, 2004)

REGT R OREGISEATIZ 31T 5 B bR O B IIBLANCAE A S IVTAEHET 2 D R 7 — v & & DR EM O T
B DA - ARS8 (RSO - ZHE— A - RS 1 - FEALET - 3% A - B - 3R 2R - RO
LI ARARFNZ - RILFHE - HHHER] - SRR - 1A 36 - AR T AW - SREER - fil 2, 2004)
Re-evaluation for scale and stability of CO: standard gases used as long-term observations at the Japan Meteorological
Agency and the Meteorological Research Institute (Hidekazu Matsueda, Kazuto Suda, Sakiko Nishioka, Toshirou Hirano,
Yousuke, Sawa, Kazuhiro Tuboi, Tsutumi, Hitomi Kamiya, Kazuhiro Nemoto, Hideki Nagai, Masashi Yoshida, Sonoki
Iwano, Osamu Yamamoto, Hideaki Morishita, Kamata, Akira Wada, 2004)
HERABREOFMRTT U v 712 X 2 WiEER A OHEER E M _ IR 28898 (M LBFZEES, 2005)

A Study to Improve Accuracy of Forecasting the Tokai Earthquake by Modeling the Generation Processes (Seismology and
Volcanology Research Department, 2005)
K[GAFZEAT L €7 v (MRLCOM) g (EFERFZEES, 2005)

Meteorological Research Institute Community Ocean Model (MRI.COM) Manual (Oceanographical Research Department,
2005)

A Al B E O RE KR & N THRE O WREMEICBI T 20198 (BRRRBIFEES - THAIFFEES, 2005)

Study of Precipitation Mechanisms in Snow Clouds over the Sea of Japan and Feasibility of Their Modification by Seeding
(Physical Meteorology Research Department, Forecast Research Department, 2005)
2004 4F AR ERER R OB & BRETY (BBAFZEES, 2006)

Summary of Landfalling Typhoons in Japan, 2004 (Typhoon Research Department, 2006)
SA I E PV AR AR HE 0> 2003 EEIBRIL R KRS (FlhER, 2006)

2003 Intercomparison Exercise for Reference Material for Nutrients in Seawater in a Seawater Matrix (Michio Aoyama,
2006)

REF LMK P OBIREN 7 v ALETE(SFe) DIITE FiE D mEA L & SFe #EUEN A D R ZTEVEDOFL (ReikFe
Z. AR FE F. Rl 2007)

Highly developed precise analysis of atmospheric and oceanic sulfur hexafluoride (SFs) and evaluation of SF¢ standard gas
stability (Takayuki Tokieda, Masao Ishii, Shu Saito and Takashi Midorikawa, 2007)
HERIRIEAVIC & 2 ARG O KEZGICEET 20078 BB KRS R, R - 06 A K[RHEES, 2008)

Study of Climate Change over Tohoku District due to Global Warming (Sendai District Meteorological Observatory,
Atmospheric Environment and Applied Meteorology Research Department, 2008)
KITEBRHATG FIE DO BIFEATZE (MuFR K (LAFZERES, 2008)

Studies on Evaluation Method of Volcanic Activity (Seismology and Volcanology Research Department, 2008)
AARIZ I T DIEMERG AL L O R 7 v 3B X2 KRR T AT 2T K25 8¥Kre ORIE S AT LOHESR
FON1995 4005 2006 AEORPERR (FILETR, BIFER, B O, RN, BEES, Bri 3, Hartmut
Sartorius, Clemens Schlosser, Wolfgang Weiss, 2008)

Establishment of a cold charcoal trap-gas chromatography-gas counting system for Kr measurements in Japan and results
from 1995 to 2006 (Michio Aoyama, Kenji Fujii, Katsumi Hirose, Yasuhito Igarashi, Keisuke Isogai, Wataru Nitta,
Hartmut Sartorius, Clemens Schlosser, Wolfgang Weiss, 2008)

EMIREEIC L 2 4 FEOFOEF BN R Ol (PEr R, £F &, URES1T, 2008)

Comparison of Data from Four Current Meters Obtained by Long-Term Deep-Sea Moorings (Toshiya Nakano, Hiroshi
Ishizaki and Nobuyuki Shikama, 2008)

CMIP3 ~ VFETNT o TN 2RI LT Rk OWgIEKIR < ki oHEE OKE 5, BSZA8R, 174
ks, A B, 2008)

Estimation of the Future Distribution of Sea Surface Temperature and Sea Ice Using the CMIP3 Multi-model Ensemble
Mean (Ryo Mizuta, Yukimasa Adachi, Seiji Yukimoto and Shoji Kusunoki, 2008)

PRt D 7 v —t b & AT o YL BETE B B AT 2618 L DK O S kSRS pHr MIE Gk 75, DS, #k
JI L, Rk GEID ASE, 2008)

Precise Spectrophotometric Measurement of Seawater pHt with an Automated Apparatus using a Flow Cell in a Closed
Circuit (Shu Saito, Masao Ishii, Takashi Midorikawa and Hisayuki Y. Inoue, 2008)

SRR E AR AED 2006 FEBRILFEFEE® Y (FILE K. Barwell-Clarke, S. Becker, M. Blum, Braga
E.S., S. C. Coverly, E. Czobik, I. Dahll6f, M. Dai, G. O Donnell, C. Engelke, Gwo-Ching Gong, Gi-Hoon Hong, D. J. Hydes,
Ming-Ming Jin, B W6 JAHE, R. Kerouel, A% 1, M. Knockaert, N. Kress, K. A. Krogslund, R/ 1E Y, S. Leterme,
Yarong Li, HHEK, ERE 2, T. Moutin, & H 82, KIHEH, G. Nausch, A. Nybakk, M. K. Ngirchechol, 7> 1[7#5 51,
J. van Ooijen, K Z5 %0, J. Pan, C. Payne, O. Pierre-Duplessix, M. Pujo-Pay, T. Raabe, 75k —it, k& —ER, C.
Schmidt, M. Schuett, T. M. Shammon, J. Sun, T. Tanhua, L. White, E.M.S. Woodward, P. Worsfold, P. Yeats, 75 %%, A.
Youénou, Jia-Zhong Zhang, 2008)

2006 Inter-laboratory Comparison Study for Reference Material for Nutrients in Seawater (M. Aoyama, J. Barwell-Clarke,
S. Becker, M. Blum, Braga E. S., S. C. Coverly, E. Czobik, 1. Dahlléf, M. H. Dai, G. O. Donnell, C. Engelke, G. C. Gong,
Gi-Hoon Hong, D. J. Hydes, M. M. Jin, H. Kasai, R. Kerouel, Y. Kiyomono, M. Knockaert, N. Kress, K. A. Krogslund, M.
Kumagai, S. Leterme, Yarong Li, S. Masuda, T. Miyao, T. Moutin, A. Murata, N. Nagai, G. Nausch, M. K. Ngirchechol, A.
Nybakk, H. Ogawa, J. van Ooijen, H. Ota, J. M. Pan, C. Payne, O. Pierre-Duplessix, M. Pujo-Pay, T. Raabe, K. Saito, K.
Sato, C. Schmidt, M. Schuett, T. M. Shammon, J. Sun, T. Tanhua, L. White, E.M.S. Woodward, P. Worsfold, P. Yeats, T.
Yoshimura, A. Youénou, J. Z. Zhang, 2008)

RGHIEFTHE € 7 /L (MRLCOM)ES 3 AR GHIFHLZ, AHEER, A)Il—88, PR, hifsz,
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TRR, MR, AR (KRWHEPmEDTIEE) | 2010)

Reference manual for the Meteorological Research Institute Community Ocean Model (MRI.COM) Version 3 (Hiroyuki
Tsujino, Tatsuo Motoi, Ichiro Ishikawa, Mikitoshi Hirabara, Hideyuki Nakano, Goro Yamanaka, Tamaki Yasuda, and Hiroshi
Ishizaki (Oceanographic Research Department), 2010)

SRARIE I E FVE A RAE HE D 2008 4 [ERRIL R B S (F LB K, Carol Anstey, Janet Barwell-Clarke, Frangois

Baurand, Susan Becker, Marguerite Blum, Stephen C. Coverly, Edward Czobik, Florence D’ amico, Ingela Dahll6f, Minhan
Dai, Judy Dobson, Magali Duval, Clemens Engelke, Gwo-Ching Gong, Olivier Grosso, (LI 5, - L1k, A mME=,
David J. Hydes, %75 )A7f#, Roger Kerouel, Marc Knockaert, Nurit Kress, Katherine A. Krogslund, &4 1E Y, Sophie C.
Leterme, Claire Mahaffey, M, Pascal Morin, Thierry Moutin, Dominique Munaron, #J [ & 2, Giinther Nausch, />
JII#5 52, Jan van Ooijen, Jianming Pan, Georges Paradis, Chris Payne, Olivier Pierre-Duplessix, Gary Prove, Patrick
Raimbault, Malcolm Rose, 75—, FTBE7Z0H, 2R E — AR, Cristopher Schmidt, Monika Schiitt, Theresa M. Shammon,
Solveig Olafsdottir, Jun Sun, Toste Tanhua, Sieglinde Weigelt-Krenz, Linda White, E. Malcolm. S. Woodward, Paul
Worsfold, 757F§%%, Agnés Youénou, Jia-Zhong Zhang, 2010)
2008 Inter-laboratory Comparison Study of a Reference Material for Nutrients in Seawater (7 [Li& 7%, Carol Anstey, Janet
Barwell-Clarke, Frangois Baurand, Susan Becker, Marguerite Blum, Stephen C. Coverly, Edward Czobik, Florence D’
amico, Ingela Dahllsf, Minhan Dai, Judy Dobson, Magali Duval, Clemens Engelke, Gwo-Ching Gong, Olivier Grosso, -
(g s, J E1EER, A W=, David J. Hydes, & 74 /a3, Roger Kerouel, Marc Knockaert, Nurit Kress, Katherine A.
Krogslund, RE4¥IEY, Sophie C. Leterme, Claire Mahaffey, Yt H#J, Pascal Morin, Thierry Moutin, Dominique Munaron,
A E Z, Giinther Nausch, /NI 5, Jan van Ooijen, Jianming Pan, Georges Paradis, Chris Payne, Olivier Pierre-
Duplessix, Gary Prove, Patrick Raimbault, Malcolm Rose, 75 —{&, 75872, £ E —BF, Cristopher Schmidt,
Monika Schiitt, Theresa M. Shammon, Solveig Olafsdottir, Jun Sun, Toste Tanhua, Sieglinde Weigelt-Krenz, Linda White,
E. Malcolm. S. Woodward, Paul Worsfold, 75Ff%%, Agnés Youénou, Jia-Zhong Zhang, 2010)
WIN A 7 O T HRREEACH DT AR DA K OB KIREE - BB O FRNCBT 28778 (RIRERKSRE -
ERMG KRG E KM RE R RRMG KRGS KL IR 6 - P HER RS IR R G E - S Hu
FREE BT RR R NGRS - B T KRR E - TIRAFJEES, 2010)
Studies on formation process of line-shaped rainfall systems and predictability of rainfall intensity and moving speed (Osaka
District Meteorological Observatory, Hikone Local Meteorological Observatory, Kyoto Local Meteorological Observatory,
Nara Local Meteorological Observatory, Wakayama Local Meteorological Observatory, Kobe Marine Observatory, Matsue
Local Meteorological Observatory, Tottori Local Meteorological Observatory, Maizuru Marine Observatory, Hiroshima
Local Meteorological Observatory, Tokushima Local Meteorological Observatory AND Forecast Research Department,
2010)
WWRP LA A Y & v 7 2008 FHEF/MIZERIR 7 0 = 7 N R, B0, JRESL, WdL, FRA, W
FRE, ZAPEIE, HfERE, 2010)
WWRP Beijing Olympics 2008 Forecast Demonstration/Research and Development Project (BOSFDP/RDP) (Kazuo Saito,
Masaru Kunii, Masahiro Hara, Hiromu Seko, Tabito Hara, Munehiko Yamaguchi, Takemasa Miyoshi and Wai-kin Wong,
2010)
FOEHER O TR EE M b OSREG TR - FAVEHIAR O %8 A iR FE O gE (B X LFZEEE, 2011)
Improvement in prediction accuracy for the Tokai earthquake and research of the preparation process of the Tonankai and
the Nankai earthquakes (Seismology and Volcanology Research Department, 2011)
R[GHFFEFTHIER S AT KTV 1R (MRI-ESML) —E7 /L Oiti— (FTAGRE, SFHIE, RIEZ, SR
BNE, HEHEL, SEIREREE, BRI, AR, VIR, PR, RILASR, HUHOKE, SRS, REEIE, SR
Wk, 2011)
Meteorological Research Institute-Earth System Model Version 1 (MRI-ESM1) — Model Description — (Seiji Yukimoto,
Hiromasa Yoshimura, Masahiro Hosaka, Tomonori Sakami, Hiroyuki Tsujino, Mikitoshi Hirabara, Taichu Y. Tanaka, Makoto
Deushi, Atsushi Obata, Hideyuki Nakano, Yukimasa Adachi, Eiki Shindo, Shoukichi Yabu, Tomoaki Ose and Akio Kitoh,
2011)

W 7 T Hilk O KRG R ERONE R FT GRRRFIRE, BEML, MWED, WL, B, R, LR,

JIRPE R, 4T, KERKTE, Nurjanna Joko Trilaksono, #8745, B, Le Duc, Kieu Thi Xin, 5 {f 1,

Krushna Chandra Gouda, 2011)

International Research for Prevention and Mitigation of Meteorological Disasters in Southeast Asia (Kazuo Saito, Tohru
Kuroda, Syugo Hayashi, Hiromu Seko, Masaru Kunii, Yoshinori Shoji, Mitsuru Ueno, Takuya Kawabata, Shigeo Yoden,
Shigenori Otsuka, Nurjanna Joko Trilaksono, Tieh-Yong Koh, Syunya Koseki, Le Duc, Kieu Thi Xin, Wai-Kin Wong and
Krushna Chandra Gouda, 2011)

KRIFEFEITIBIT DRK MM B bR FE 7 7 v 7 AR T (BRI Z, FaEZE, A4S, f)11&, 2012)

A method for estimating the sea-air CO2 flux in the Pacific Ocean (Hiroyuki Sugimoto, Naotaka Hiraishi, Masao Ishii and
Takashi Midorikawa, 2012)

C-130H #rst 2 FIIFH U7 iR SN A AU O T= 0 0D 7 7 2 2RI E Z O EREERIE > A7 L ORISR (FEH—%,
TARCTS N, RIS, FRRPIEST, ATHEE, APRMRE, SRR, B SE, TRE &, RORRS, KRIER, v
75k, 2012)

Development of a flask sampling and its high-precision measuring system for greenhouse gases observations using a cargo
aircraft C-130H (Kazuhiro Tsuboi, Hidekazu Matsueda, Yousuke Sawa, Yosuke Niwa Masamichi Nakamura, Daisuke
Kuboike, Shohei Iwatsubo, Kazuyuki Saito Yoshikazu Hanamiya, Kentaro Tsuji, Hidehiro Ohmori, Hidehiro Nishi, 2012)
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ERE R T A BEFEESEE AW 7 vy UiF5E (F a8, Weijun Li, Peter.R Buseck, [ FH25HE, 98I
WM, BSOGE], BRAEET, WRSEOL, LKW, =HTE, BRI, KEE, K, Au s, AR, Pradeep
Khatri, U E, MIFE, Kae, MILEC, SORTR, BILH, MAmh —, W\iokres, mPRE, =5
FiE, 2013)
International Symposium on Aerosol Studies Explored by Electron Microscopy (Yasuhito Igarashi, Weijun Li, Peter. R.
Buseck, Kikuo Okada, Daizhou Zhang, Kouji Adachi, Yuji Fujitani, Hikari Shimadera, Daisuke Goto, Chizu Mitsui, Masashi
Nojima, Naga Oshima, Hitoshi Matsui, Hiroshi Ishimoto, Atsushi Matsuki, Pradeep Khatri, Tomoki Nakayama, Shohei
Mukai, Kenji Ohishi, Norihito Mayama, Tetsuo Sakamoto, Hiroaki Naoe, Yuji Zaizen, Hiroki Shiozuru, Taichu Y. Tanaka
and Mizuo Kajino, 2013)
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