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Abstract

A new ensemble prediction system has been developed to facilitate climate research in the
Meteorological Research Institute (MRI). The system, MRI-EPS (MRI Ensemble Prediction System),
has been constructed by expansion of the ensemble forecasting system developed for operational
one-month forecasting in the Japan Meteorological Agency (JMA). The MRI-EPS has the ability to
calculate initial perturbations in the southern hemisphere (SH) as well as in the northern hemisphere
(NH) and tropical region (TR). The perturbations used for ensemble forecasting are made with a
breeding of growing mode (BGM) methodology.

This report outlines the MRI-EPS and explains the fundamentals relevant to ensemble
prediction. The MRI-EPS can generate initial perturbations separately for the NH, SH, and TR. For
convenience of users, daily perturbations of the NH and the SH up to 25 modes and perturbations of
the TR up to two modes have already been calculated and stored for the period from 1 October 2001
to 31 March 2013. The MRI-EPS is therefore ready to perform ensemble prediction experiments
using these perturbations for the global region with a lead time up to 34 days. A detailed Japanese
manual for users of the MRI-EPS at MRI is also provided as an Appendix of this report.

To evaluate the performance of the MRI-EPS, we conducted the following two forecast
experiments: we assessed the influence of the newly obtained SH perturbations on the forecast skill
for the SH; and we investigated the predictability of the stratospheric sudden warming (SSW) that
occurred in December 2001, an event that was thoroughly examined by Mukougawa et al. (2005).
As a result, we found that the SH perturbation improves the forecast skill for the SH as well as the
NH perturbation does for the NH. We also found that the skill of prediction of the December 2001
SSW was almost the same for the MRI-EPS and the JMA operational system. Furthermore, we
found that application of the perturbations obtained with the MRI-EPS were very useful to
predictability studies using the MRI climate model.
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1. Introduction

Numerical weather prediction (NWP) models as well as climate prediction models are
constructed on the basis of deterministic governing equations that describe dynamical and physical
processes that take place in the real atmosphere. Because the strong nonlinearity that exists in the
governing equations produces chaotic motions, Lorenz (1963) remarked that numerical prediction of
atmospheric motions eventually loses its skill after a certain forecasting period because of the
inevitable growth of initial observational errors. Such non-deterministic behavior is the most
important characteristic of chaotic motion. The inability of a NWP model to represent real
atmospheric motions perfectly also reduces the predictive skill of numerical weather forecasts. In
fact, the predictable period for synoptic-scale disturbances, such as mid-latitude low-pressure
systems, is limited to several days, even in a state-of-the-art NWP system, and it is very hard to
extend the predictable limit longer than two weeks with a deterministic prediction starting from a
single initial condition.

Use of an ensemble prediction has been proposed as a way to extend the predictable limit
of two weeks associated with deterministic prediction. The tactics of an ensemble prediction can be
summarized as follows: generate slightly different initial conditions, the variability of which reflects
the estimated observational errors; perform a model integration for each ensemble member, starting
from the corresponding initial condition; and construct ensemble statistics from the predictions of all
members. These statistics can provide valuable additional information for the prediction of
atmospheric motions. The first statistic of the ensemble prediction is the ensemble mean, which
characterizes the average scenario of the prediction. The second statistic is the ensemble spread,
which indicates the uncertainty of the prediction and is a measure of the chaotic behavior of
atmospheric motions. Finally, the probability distribution function (PDF) of the predicted variables,
constructed from all ensemble members, sometimes provides further information: if the PDF has a
bimodal distribution, for example, the ensemble prediction implies the possibility of dual prediction
scenarios.

In an ensemble prediction, the most important issue is how to generate slightly different
perturbations at the initial time. Although an infinite number of initial perturbations would be needed
for the ensemble prediction to fully represent the distribution of an initial observational error, for
practical reasons the ensemble size is limited to on the order of 100 because of computational
resource limitations. Since the 1980’s, NWP centers around the world, including the Japan
Meteorological Agency (JMA), have started addressing a technical problem: establishing an
operational long-range forecasting system by development of a practical ensemble prediction

method that represents the distribution of observational errors with an affordable number of initial
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perturbations.

During an earlier period of development, an attempt was made to use a Monte Carlo
method to add randomly generated perturbations to the analysis field. However, this attempt was
found to be in vain because most of these perturbations have large projections on gravity wave
modes, and the contribution to modes related to synoptic eddies is very limited. Thus, an infeasibly
large number of initial perturbations would be required for the Monte Carlo method to obtain an
appropriate ensemble spread.

Another convenient ensemble forecasting method is the so-called LAF (lagged average
forecast) method. In this method, the ensemble is composed of deterministic forecasts that start at
different initial times. Here, the addition of perturbations to the initialized fields is not required, and
a single model run from each initial time suffices for constructing a LAF ensemble. However, a
concern with the LAF method is that ensemble members that start from earlier initial times always
degrade the quality of the prediction. This issue is crucial for a prediction with a lead time shorter
than a few weeks, because the interval of the neighboring initial times is not so short (commonly 6
hours); the interval is determined by the period of the operational global analysis cycle of NWP
centers. Moreover, it is not assured that the observational error field at the initial time is suitably
represented by the forecasts of LAF ensemble members starting from earlier initial times.

To efficiently represent the initial observational error with a finite number of initial
perturbations, the following two approaches for generating initial perturbations based on dynamical
considerations have been suggested in recent years: the singular vectors (SV) method and the
breeding of growing mode (BGM) method. For these methods, it is expected that the initial spread
among ensemble prediction members will be large enough to represent observational errors. The SV
method and the BGM method were designed and have been used for operational extended-range (up
to about two weeks) forecasts since 1992 by the European Center for Medium-Range Forecasts
(ECMWF) and the National Meteorological Center in the United States (NMC, now known as
National Centers for Environmental Prediction: NCEP), respectively.

In the SV method, initial perturbations are composed of the fastest-growing modes over a
specified short time interval (which is typically shorter than 48 hours) based on a tangent linear
model, which is obtained by locally linearizing the original nonlinear NWP model, and its adjoint
model (e.g., Buizza et al., 1993). The modes are obtained by singular value decomposition (SVD) of
the so-called error matrix describing the linear evolution of initial perturbations over the specified
time interval. The associated singular value gives the rate of linear amplification of the singular
vector over the specified period.

In the SV method, it should be noted that the initial perturbation specified by the singular
vector does not necessarily show the largest growth in the original NWP model during a time

interval of several days because of the emergence of nonlinearity of the initial perturbation during its
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growth. Moreover, because the original NWP model has a huge number of degrees of freedom and
includes various dynamical and physical processes that interact with each other, it requires several
practical compromises in using the tangent linear model: omission of several physical processes in
the model; selection of a limited number of variables to construct the error matrix; and use of a
large-scale model that neglects motions on a scale smaller than synoptic eddies by truncating the
spatial resolution of the original NWP model, thereby reducing the size of the error matrix.

In spite of these practical issues, the SV method brought about a remarkable improvement
compared to the LAF method with respect to the spread-skill relationship, in which a larger
ensemble spread corresponds to an ensemble mean forecast with less skill. The SV method has thus
been recognized as one of the most promising ensemble techniques for medium-range ensemble
forecasts. Today, the SV method is used in medium-range ensemble forecasts at the ECMWF and the
JMA, and also in ensemble typhoon forecasts and meso-scale severe weather forecasts (e.g.,
Yamaguchi et al., 2009).

In the BGM method, the perturbations used to construct the ensemble members are given
by so-called bred vectors, which are disturbances obtained by integrating the NWP model from small
arbitrary initial perturbations over a long time interval before the initial time of forecast. In the
course of the long integration, perturbations are rescaled over short cycles, called BGM cycles,
whose interval is typically 12 hours, and integrated again. At the end of the BGM cycles, all
perturbations are scaled to a desirable amplitude. These scaled perturbations make up the initial
perturbations for the ensemble forecasts (Toth and Kalney, 1993; Legras and Vautard, 1995). More
specifically, in each BGM cycle, integration of the NWP model over a short period of time is
performed from an initial condition consisting of the superposition of a perturbation onto the
analysis field (perturbed run). A mature perturbation is then obtained by subtracting the analysis field
from the forecast of the perturbed run at the end of the BGM cycle. The magnitude of the mature
perturbation is evaluated with respect to a given norm, such as an area-averaged variance at a
geopotential height of 500 hPa over a specified region, or the total energy norm of the perturbation.
The mature perturbation is rescaled to a specified magnitude based on the norm and is used as the
initial perturbation for the next BGM cycle. After many BGM cycles over a long enough time
interval, an optimal initial perturbation is obtained. The optimal initial perturbation is called a bred
mode; it is the perturbation with the largest growth rate over the previous time interval. The bred
modes correspond to the local Lyapunov vectors when a perfect model assumption is adopted by
replacing the analysis with the forecast (control run), starting from the initial condition without any
perturbation at the end of each BGM cycle. The tangent linear model is used there to evaluate the
evolution of the perturbation over time.

Compared with SV methods, the BGM method has the advantage of using the original

nonlinear NWP model to evaluate the evolution of perturbations over time. However, the BGM
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method has an additional computational cost associated with the multiple BGM cycles required to
generate the initial perturbations for conducting the ensemble forecast. The NCEP has confirmed that
the BGM method has the ability to improve the forecast skill of medium-range predictions (Toth and
Kalney, 1997). The NECP and JMA now use the BGM method operationally for medium-range and
seasonal ensemble forecasts.

The JMA uses the BGM method for operational one-month and seasonal ensemble
forecasts and uses the SV method for operational one-week and typhoon ensemble forecasts.

We have recently constructed a new global atmospheric ensemble forecasting system that
uses the BGM method [MRI-EPS (BGM)] on the supercomputing system of the MRI. The MRI-EPS
facilitates MRI research activities concerned with climate variation and the predictability of
atmospheric motions by conducting medium range or sub-seasonal range ensemble forecast
experiments. This report provides an outline of the MRI-EPS, directions for how to use the system,
and a description of the characteristics of the bred vectors obtained with the MRI-EPS. This article
also presents results of ensemble forecast experiments conducted with the MRI-EPS for the

prediction of a stratospheric sudden warming (SSW) event.
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2. Outline of the MRI-EPS

The MRI-EPS includes BGM cycle system running on the MRI supercomputer system,
which is developed by using the operational one-month forecasting system by the Climate Prediction
Division (CPD) of the JMA (Kyoda, 2000, 2006), hereafter referred to as the JMA-BGM, as
reference. Although the basic specifications of the BGM cycle in the MRI-EPS and JMA-BGM are
almost the same, the MRI-EPS is able to generate perturbations in the southern hemisphere (SH),
which is not represented in the JIMA-BGM. This capability facilitates predictability studies for SH
atmospheric motions, such as the SH SSW that occurred in 2002. The following is an outline of the

MRI-EPS.

2.1 NH BGM cycle

Figure 1 illustrates the BGM cycle of the MRI-EPS for the northern hemisphere (north of
20°N, hereafter referred to as NH). The cycle time interval is 12 hours, and the adopted norm of the
perturbation is the area-averaged variance of the 500-hPa height (Z500) in the NH. At the start of the
BGM cycle (00 or 12 UTC), two different initial fields are prepared: one is the control initial
condition provided by the analysis field (black circle in Figure 1), and the other is a perturbed initial
condition produced by the superposition of a perturbation on the analysis field (colored circle).
Then the NWP model is integrated for 12 hours, starting from both initial conditions. These runs are
called the control run and perturbed run; they are indicated by the black and blue arrows,
respectively, in Figure 1. The difference field D between the two forecasts after 12 hours (denoted by
the thick dotted arrows) is regarded as a mature perturbation over the course of the BGM cycle.

When the perturbation is determined by the difference of the perturbation run, but not from the

-"'
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..................... .
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Figure 1: Conceptual diagram of the BGM cycle in the MRI-EPS.
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analysis, such a BGM method is called a self-breeding. This type of BGM cycle is adopted in the
MRI-EPS and has the desirable characteristic of removing the influence of model bias, which is
included in both the perturbed and control runs, on the evaluation of the instability mode of the
model.

The difference field D is normalized (“scaled down”) so that the norm of Dzsyy (Z500
difference field) becomes specified value and is subsequently used for an initial perturbation in the
next BGM cycle (the normalized perturbation, denoted as &, is shown by the thick colored arrows in
Figure 1). Here, the rescaling is carried out so that the area-averaged variance of Dyzsy in the NH has
a magnitude equal to 14.5% of the climatological variance of Z500, which depends on the seasonal
cycle. Although the norm is evaluated by the Z500 field, there is rescaling of other forecast variables,
such as the height field, horizontal winds, temperature, specific humidity at 23 pressure levels, and
surface pressure. The perturbation is normalized by multiplying by the same rescaling factor used to
rescale the Z500 field'. Furthermore, in the region south of 20°N, the magnitude of the normalized

perturbation N is reduced exponentially as follows:

N(¢) = Nex 9) exp( — (¢~ 20)°/50) (1)

where ¢ is the latitude in degrees and N, (¢) is a normalized perturbation in the extra-NH region
(-90 < ¢ < 20). The perturbed run in the next BGM cycle then starts from an initial condition
consisting of the perturbation A, tapered in the extra-NH region by Eq. (1), and the analysis field.

In the MRI-EPS, the initial NH perturbation is obtained every 12 hours with the foregoing
BGM cycle. To obtain several initial perturbations to carry out ensemble forecasts with multiple
members, similar BGM cycles that start from several initial perturbed fields are conducted
simultaneously. In the MRI-EPS, normalized perturbations are (quasi-)orthogonalized with each
other at 12UTC by using a method similar to Gram-Schmidt®, in accord with the JIMA-BGM. The
obtained orthonormalized perturbations No are shown by thick green arrows in Figure 1. Obtained
modes are numbered according to the order of the BGM cycle series. That is, the first mode (also
referred to as mode #1) corresponds to the first BGM cycle series and is free from the
orthogonalization. In contrast, perturbation of mode #n (n=2) is derived from the n-th BGM cycle
series and is orthogonal to perturbations of mode #1, #2, . . ., and #n—1.

To obtain a converged bred mode at the initial time of forecast, we have to conduct a very

large number of BGM cycles prior to the initial time. The MRI-EPS aims at rapid convergence of the

I In the stratosphere (above 100 hPa height), the factor is multiplied by p/100 at pressure p [hPa] to reduce the
amplitude of the perturbation. Otherwise, the stratospheric perturbation has a much larger amplitude compared to the
estimated analysis error.

2 A quasi-orthogonal vector y, obtained from the vector x, to the other vectors {x;} is expressed by y=x—-a X;<x;, x
> x; , where a is called the orthogonalization ratio (0 <a < 1, set to 0.75 in the MRI-BGM).
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Figure 2: Flow image of pre-cycle and the following BGM cycle

bred vector, and a simple additional pre-cycle is devised by using the concept of the LAF method, as
shown in Figure 2. For example, the initial perturbation necessary to initiate a pre-cycle starting
from 12 UTC in one day (denoted by Ty, in Figure 2) is given by the difference field obtained from
the following two control runs without initial perturbations: one control run starts at an initial time 6
hours prior to Ty (i.e., 06 UTC); the other starts 12 hours prior to Ty (i.e., 00 UTC). These two runs
are denoted by purple and blue arrows, respectively, in Figure 2. The normalized difference field
between the two runs at Ty is then regarded as the first perturbation for the pre-cycle. We
subsequently repeat the pre-cycle, including the rescaling procedure every 12 hours, as in the BGM
cycle, until the starting time of the BGM cycle (Ty), shown by thick gray arrows in Figure 2.

To obtain several initial perturbations, we have to proceed through several series of
pre-cycles, starting every 12 UTC several days prior to Ty For instance, if we need four
perturbations, we proceed through four different series of pre-cycles, starting from 12 UTC on each
of the four days prior to Ty, In the pre-cycle, orthogonalization of perturbations is not conducted.
Thus, the perturbations obtained from each pre-cycle series are independent of each other. After
obtaining the required number of perturbations with the pre-cycles, the main BGM cycle (denoted by
the light and dark green arrows in Figure 2) starts at time T,. From our experience, perturbations
generated in the BGM cycle of the MRI-EPS, after the above-mentioned pre-cycles have been

conducted, acquire a well-defined spatial structure, similar to synoptic-scale disturbances over a bred
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cycle of several weeks. We can therefore use the MRI-EPS to proceed with subsequent ensemble

prediction experiments.

2.2 Tropical BGM cycle

In the extra-tropical atmosphere, the perturbations that grow and become dominant are
related to the baroclinic instability of westerly jets in the troposphere. Such unstable baroclinic
modes are basically characterized by geostrophic modes, the temporal evolution of which is well
represented by geopotential height variations in the troposphere. Hence, we have used the
area-averaged variance of Z500 to define the norm used to evaluate the amplitude of growing
perturbations in the NH BGM cycle. In contrast, in the tropical region, atmospheric modes with
divergent motions dominate over geostrophic modes (Rossby mode). Hence, another type of norm
should be used to generate growing perturbations appropriate for ensemble predictions of the
tropical atmosphere. According to Chikamoto et al. (2007), an area-averaged variance of the 200
hPa velocity potential (hereafter ¥200) over the tropics from 20°S to 20°N is appropriate for the
norm of the perturbations of the BGM cycle in the tropics (TR BGM cycle). Moreover, the
normalized perturbation during such a tropical BGM cycle is exponentially damped poleward in the
extra-tropics, as is the case for the NH perturbation described by Eq. (1).

According to Chikamoto et al. (2007), the time interval of each TR BGM cycle is set to 24
hours to extract slowly growing, large-scale modes of the tropical atmosphere (whereas the time
interval of the NH BGM cycle is 12 hours). Both normalization and orthogonalization of the mature
perturbation are done at the end of every TR BGM cycle. The rescaling factor is specified, as in the
TR BGM cycle of the JMA-BGM system, such that the norm of the perturbation becomes 20% of
the climatological variance of %200.

We have confirmed that initial perturbations in the tropics obtained by these parameter
settings of the TR BGM cycle grow continuously over a forecast period of more than five days in the
MRI-EPS forecast experiments. We therefore think that the obtained tropical bred modes are suitable
for use as initial perturbations in ensemble forecast experiments for the tropical atmosphere.

The developed TR BGM cycle in the MRI-EPS does not include a pre-cycle like the
pre-cycle used in the NH BGM cycle; instead, it starts from initial perturbations given by the
previously obtained NH bred modes’. Although the amplitude of the NH bred mode is rather small in
the tropical region because of the artificial damping by Eq. (1), we have confirmed that these tapered
perturbations also grow with an e-folding time of about 10 days. Hence, the computed tropical bred
modes have converged enough over BGM cycles of several weeks to comprise the initial
perturbation for the ensemble forecast experiment in the tropical atmosphere. There are only two

tropical bred modes available in the MRI-EPS because the higher bred modes in the tropics have

3 Or by TR bred modes previously calculated by another TR BGM cycle experiment, if they exist.
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spatio-temporal characteristics similar to these two bred modes.

2.3 SH BGM cycle

One of the important merits of the newly developed MRI-EPS is the inclusion of initial
perturbations in the southern hemisphere (SH); such perturbations are not used in the operational
monthly and seasonal EPSs of the JMA. The exclusion of SH perturbations in these JMA operational
EPSs is, of course, due to the practical consideration that the primary target region for the JMA
weather forecasts is the NH, including Japan, but not the SH. However, in order to conduct ensemble
forecast experiments for the global atmosphere (including the SH atmosphere), we have to prepare
initial perturbations in the SH. In particular, these perturbations are indispensable for exploring the
predictability of the predominant atmospheric motions in the SH, such as the SH SSW and the
southern annular mode (SAM).

The MRI-EPS system is capable of simulating a SH BGM cycle, a BGM cycle for the SH
(south of 20°S). The parameter values and procedures, such as the norm, time interval of each cycle,
and the rescaling and orthogonalization method are determined in the way described in Section 2.1
for both the SH and NH BGM cycles. We discuss the effects of the newly obtained SH bred modes

on the forecast skill of the ensemble predictions for the SH atmosphere in Chapter 4.

2.4 Forecast model and ensemble forecast experiments

The atmospheric forecast model used in the MRI-EPS is the JMA atmospheric global
spectral model (GSM), which has been used in the operational one-month ensemble forecast system
as of March 2013. This is a global hydrostatic spectral primitive model with a TL159 reduced
Gaussian horizontal grid; the grid size is about 120 km around the equator and becomes coarser
toward the poles. The model includes 60 vertical layers arranged up to 0.1 hPa based on the 1 (6-p
hybrid) coordinate system. A two-time-level, semi-Lagrangian integration scheme has been adopted
to carry out the integration over time efficiently.

The model includes several schemes that parameterize processes representing radiative
interactions with atmospheric molecules, clouds and aerosol particles, cloud schemes that predict
cloud water content and diagnose cloud amount, a mass-flux type cumulus convection scheme, and a
planetary boundary layer scheme that evaluates turbulence in the lower tropospheric near the surface.
Heat and hydrological balances associated with these processes are calculated every time step during
integration of the model (note that the radiation scheme is run every several time steps). Moreover,
the model includes processes that generate and break orographic gravity waves, which are not
explicitly resolved in the model. To specify the surface boundary condition of the atmospheric model,
a SiB type land surface scheme is also included in the model. Observed sea surface temperature

(SST) anomalies at the initial time are kept constant over the forecast period; they are added with the
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climatological SST to specify the surface boundary conditions over the sea. The climatological
sea-ice distribution is specified during the forecast period. Refer to the JIMA web page* for details of
the atmospheric and land surface model.

Ensemble forecast experiments with the MRI-EPS are performed using the global
atmospheric model described above, with initial perturbations generated by the BGM cycle system
of the MRI-EPS according to the following procedure. First, the initial conditions for forecast
experiments are specified by obtaining initial perturbations as well as analysis (or climatological)
data for the atmosphere, land, and sea surface. The initial time of the model integration is set to 12
UTC on a given day. The MRI-EPS can specify initial perturbations for each region of the NH, TR,
and SH, as described in Chapter 2, and for the entire globe as well by using a combination of the
three perturbations. For example, if the focus of interest is on the northern hemisphere, it is
appropriate to combine the NH and TR perturbations without the SH perturbation (refer also to the
last paragraph of Chapter 4). Perturbed initial conditions for the MRI-EPS are created by the analysis
with addition (ensemble member is referred to as a name including the symbol “p”) or subtraction
(member name including the symbol “m”) of perturbations generated with the BGM system. Hence,
taking account of the control forecast without an initial perturbation, the ensemble size (number of
members) of the MRI-EPS becomes 2N + 1, where N is the number of generated bred modes. Table
1 explains the naming rules for the ensemble members of the MRI-EPS. Since NH and SH
perturbations are generated by using the same configuration of the BGM cycle system, these
perturbations are named on the basis of the number of the bred mode with the symbols “p” or “m”;
the names also specify the names of the ensemble members. In contrast, because there are only two
generated TR modes, the first and the second TR bred modes are used to construct the initial
perturbations for the even- and odd-numbered MRI-EPS ensemble members, respectively, in accord

with the JMA operational EPS system.

Table 1: Rules for naming MRI-EPS ensemble members.

Member name | MOO | MO1p |MO1m | MO2p |MO2m | MO3p | MO3m | MO4p | MO4m | .....
Ptb.mode (NH)| — 01p | O1m | O2p | 02m | O3p | O3m | O4p | 04m | ...
Ptb.mode (TR)| — 01p | O1m | O2p | 02m | O1p | OTm | 02p | 02m | .....
Ptb.mode (SH)| — O1p | O1m | O2p | 02m | O3p | O3m | O4p | 04m | ...

4 http://www.jma.go.jp/jma/jma-eng/jma-center/nwp/outline2013-nwp/pdf//outline2013 _03.pdf (at the time of
writing)
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Second, the model integration is carried out starting from the initial conditions specified by
the foregoing procedure. During the integration, the land surface conditions are predicted by the land
surface model, the SST anomaly is kept constant, and the distribution of sea ice is specified by a
daily climatology, as in the BGM cycle. When a standard setting of the MRI-EPS system has been
chosen, forecast data such as altitude, temperature, and wind speeds are stored at six-hour intervals
on latitude-longitude grids with a 1.25-degree spacing at the specified pressure levels, in a so-called

pressure-level file.
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3. How to execute ensemble forecast experiments with the MRI-EPS

In this chapter, we briefly describe a standard procedure for executing ensemble forecast
experiments with the MRI-EPS on the MRI supercomputer system. Users of the MRI supercomputer
system can also refer to the Appendix of this report, written in Japanese, in which a detailed
description is provided of technical information such as execution commands and configuration files

for the experiments.

3.1 Preparation of the computational configuration

Before initiation of the BGM cycle and/or an ensemble forecast experiment with the
MRI-EPS, computation configurations are constructed by preparation of necessary files. After a
compressed system file named MRIBGM.tar.gz has been obtained, copied to a specific directory,
and uncompressed the file, the system directory (hereafter denoted by $BGMDIR) for the BGM
cycle and the ensemble prediction is accessible. The directory contains shell script files to perform
the experiments, execution files such as programs to compute the norm of bred modes, programs that
describe the atmospheric model, and various utility program files mentioned in subsequent sections.

Next, analysis data must be prepared for the atmosphere and land conditions, SST, and
distribution of sea-ice. These data are needed as input data for the experiments. It should be noted
that these analysis datasets should be provided with the same data format as is used in the
operational JMA system, namely NuSDaS format. The JRA-25 reanalysis data, land surface data
from the JMA/CPD offline analysis, and COBE-SST sea-surface data (see also Table 2) during the
specified experimental period (including the period for the pre-BGM cycle) should be stored in some
directories of the supercomputing system of the MRI before starting the experiments. It should be
noted that in this version of the MRI-EPS the land surface data are given by the climatology and are
rearranged on reduced-Gaussian grid points the grid spacing of which depends on the specification

of the atmospheric model.

Table 2: Analytical data used in the experimental system

dataset name time interval spatial resolution refference
Atmosphere JRA-25 6 hourly 1.25x1.25 degs Onogi et al.
reanalysis 23 p-levels (2007)
Land JMA/CPD 12 hourly TL159 reduced- JMA/CPD
offline analysis gaussian grid (Tokuhiro)
Sea surface COBE-SST daily 1 x 1 degs Ishii et al.
dataset (18UTC) (2005)
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3.2 Execution of the NH BGM cycle

If there is no previously obtained bred mode, the pre-cycle must be executed first. In that
case, a shell script file named pre nh*p.sh in $BGMDIR (* corresponds to 4 or 25) is properly
edited and executed. Adequate computational configurations for the pre-cycle for 4 or 25 bred modes
on the MRI system should then exist. Each pre-cycle for a NH perturbation can then be started. A
flow chart for each pre-cycle is shown in Figure 3. Here, “Bg” stands for a 12-h or 6-h forecast job.
For example, Bg1200 means a control run starting from 12 UTC, whereas Bg0001p is a perturbed
run (mode number 01) starting from 00 UTC. “Stan” job rescales the mature perturbation after
evaluating its norm at 00 UTC and 12 UTC. “Cpcycl” job saves the generated perturbation in the
pre-cycle and prepares for the transition to the next pre-cycle. The part denoted by “llsub_bgm nhlp”
in Figure 3 obtains the first perturbation of the pre-cycle from the difference field between the 6-h
(BG0600 job) and 12-h (Bg00pre job) forecast. In contrast, “llsub_bgm nh1” constructs the main
part of the pre-cycle for each bred mode.

lIsub_bgm_nh1p lIsub_bgm_nh1 -

BgOOpre Bg0600 Bg1200 Bg1201p
StanPre Stan00pre| (normalize only)

v

1st. Ptb

Cpcycl12p CpcyclO0
Bg0000 Bg0001p

\‘/

Stan12pre| (normalize only)

!

Cpcycl12p

Increment
date

= final cycle date

END

Figure 3: Flow chart of the pre-cycle for the NH perturbation
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The main BGM cycle cannot be started until the initial perturbations have been obtained
with the (4 or 25) series of pre-cycles. And it is ensured that there will be adequate computational
configuration for the NH BGM cycle (to generate 4 or 25 bred modes) by proper edit and execution
of a shell script file named SBGMDIR / pre_nh*.sh (* = 4 or 25). After those steps, the main BGM
cycle can be started. Figure 4 illustrates a flow chart of the NH BGM cycle for four bred modes. In
the main BGM cycle, the control forecast (Bg$$00) and four perturbed forecasts (Bg$$##p) can be
carried out simultaneously if there are sufficient computer resources. Here, $$ indicates the initial
UTC time (00 or 12), and ## indicates the bred mode number (from 01 to 04). The perturbations are
only normalized at every 00 UTC by Stan00 job and orthonormalized to each other at every 12 UTC
by Stanl2 job. The obtained bred modes are stored in a directory specified in the shell script every
12 hours by Cpcycl jobs. At every 12 UTC, initial perturbations for the subsequent ensemble fore-
cast experiment are created in addition to the perturbations needed to start the next BGM cycle. The
former perturbations differ from the latter in the following two ways: (1) to retain the characteristics
of each mode generated by the forecast model, there is no orthogonalization between perturbations;

(2) the rescaled perturbations are multiplied by a weight factor to represent the global

l[Isub_bgm_nh4 -
! (12UTC)
Bg1200 Bg1201p || Bg1202p || Bg1203p || Bg1204p Run fcst (12hrs)
Stan00 Normalize Ptbs
CpcyclO0 Save new Ptbs
# (00UTO)
BgO00O BgO001p || BgOOO2p || BgOOO3p || BgOOO4p Run fcst (12hrs)
\4 / Normalize &
Stan12 Orthogonalize
Save new Ptbs
Cpcycl 12 Increment
date

= final cycle date

END

Figure 4: Flow chart of the NH BGM cycle (4-mode version)
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distribution of analysis error in the atmosphere’, because the reliability of the analysis data is not
uniform on the globe.

When it is desired to extend a BGM cycle terminated normally or to restart a cycle
unexpectedly terminated for a certain reason, it is necessary to replace the start date written in the
shell script file with the first target date of the restart BGM cycle and to set the perturbation data
directory so that it is identical to the perturbation directory used in the previous cycle. After those

steps, the BGM cycle can be executed continuously.

3.3 Execution of the TR BGM cycle

If there is no proper initial perturbation to start the TR BGM cycle, the NH bred modes are
used to start the cycle. A program located in the BGM Tool directory (SBGMDIR/Tool) is available
to convert a NH bred mode into the initial perturbation needed to start the TR BGM cycle. The
program will change only the metadata information about the region where the perturbation data are
applied.

When the TR BGM cycle is started, a shell script file named $BGMDIR/pre_tro.sh must
be properly edited and executed. Then there will be adequate computational configurations for the
TR BGM cycle generating two TR bred modes. At that point, the main TR BGM cycle can be started
on the supercomputer system of the MRI. Figure 5 illustrates a flow chart of the TR BGM cycle. It
has basically the same structure as the NH BGM cycle shown in Figure 4. After control (Bgtr00) and

F i

lIsub_bgm_tro
BgthO Bgtrl'O’Ip 89;029 gluiugc?t (24hrs)
Stantr gfgrc?ggi)z:aﬁlze
v
S — Save new Ptbs
date

= final cycle date

END

Figure 5: Flow chart of the TR BGM cycle

> MRI-EPS makes use of the same distribution of the weight factor for the analysis error (only in the NH) as is used
in the IMA-BGM. See Kyoda (2000).
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perturbed (Bgtr##p) forecasts for the prediction period of 24 hours (here, ## corresponds to a mode
number) have been conducted, normalization and orthogonalization of the perturbations for the
tropical region are carried out using a norm based on 200 (Stantr). The orthonormalized
perturbations are stored every 12 UTC in a specified directory (Cpcycltr) and are used to continue
the TR BGM cycle. As is the case for the NH BGM cycle shown in Section 3.2, every 12 UTC
another set of initial perturbations is also created, without conducting the orthogonalization process,

for the following ensemble forecast experiment.

3.4 Execution of the SH BGM cycle

The SH BGM cycle to generate initial perturbations for the SH is performed in exactly the
same manner as the NH BGM cycle: after a shell script file SBGMDIR/pre_sh*p.sh (* = 4 or 25:
number of modes) has been properly edited and executed, there are adequate computational
configurations for conducting the SH pre-BGM cycle and obtaining the initial perturbations for the
main SH BGM cycle. The main SH BGM cycle is started by editing and executing a shell script file
$BGMDIR/pre_sh*.sh (* = 4 or 25). Figure 4 is a flow chart of both the SH and NH BGM cycles.

The obtained SH initial perturbations are stored every 12 hours in a specified directory.

3.5 Execution of the ensemble prediction experiment

The following is the procedure for conducting an ensemble forecast experiment by using
the numerical atmospheric model (GSM) described in Section 2.4 from several perturbed initial
conditions obtained with the BGM cycles described in Sections 3.2, 3.3, and 3.4. First, control and
perturbed initial conditions must be established to start the forecast. After preparing the perturbation
data and the analysis data (which have already been used in the BGM cycle), a shell script file
$BGMDIR/make lfin.sh must be properly edited, specifying preferable regions where initial
perturbations are considered: a global perturbation for the NH, TR, and SH regions; a combination
of perturbations for the NH+TR or SH+TR regions; and a perturbation for a single region (NH or
SH). After the script has been executed, initial data from which numerical integrations of the GSM
will be started are created for all ensemble members every day during a specified period.

To perform the forecast experiment, a shell script file $SBGMDIR/pre fcst.sh must be
edited and executed. The control and perturbed runs are then executed by updating the initial date
with an increment of 24 hours; the runs are carried out in parallel jobs if computing resources are
available. Results of the forecasts describing predicted variables at specific pressure levels in the
JMA NuSDaS data format are stored in a directory, specified in the script file, where results of each

forecast member from each initial date are outputted in separate data directories.
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4. Influence of SH bred vectors on the forecast skill for the SH atmosphere

In this chapter, we examine the effect of SH bred modes, which are newly obtained by the
MRI-EPS system, to improve the forecast skill of medium-range prediction for the SH atmosphere.
For this purpose, the BGM cycles of the MRI-EPS were executed to generate four bred modes for
each of the NH and SH and two bred modes for the TR during February 2004. Two types of
ensemble forecast experiments were then conducted with nine members (one control and eight
perturbed members), both of which were started every 12 UTC during February 2004 with a
prediction period of 30 days: one experiment (hereafter referred to as NTS) consisted of initial
perturbations over the globe (NH+TR+SH region); the other experiment (hereafter referred to as NT)
consisted of initial perturbations for the NH and TR regions, but not adding SH perturbations to the
initial state.

Figure 6 shows the SH forecast score during the first week for the experiments started

Week 1 (Z500,5H)

100
iy
90y a--A ¥ Aoy 4 —
&« —=
80 i
70
B RMSE(NTS)
= RMSE(NT)
60 = ACOR(NTS, x100)
& ACOR(NT,x100)
<0 = SPREAD(NTS)
< SPREAD(NT)
40

S . i R LT R RS L T T B e L i i

1 2 3 4 5 6 7 8 10 n

12 13 14 15 16 17 18 19 0 M 12 I3 24 I5 6 27 I8
2004/Feb

Figure 6: Scores of ensemble mean and ensemble spread (weekly mean Z500 in SH during the first week).
Solid and dotted lines refer to the NTS and NT experiments, respectively. ACOR is multiplied by
100. The units of RMSE and SPREAD are meters. The horizontal axis shows the initial date of

the ensemble forecast.
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every day in February 2004. In this figure, RMSE and ACOR denote root mean square error and
anomaly correlation coefficient, respectively, of the ensemble mean forecast for SH 500 hPa height.
The magnitude of the ensemble spread is also shown by SPREAD in Figure 6. It is apparent that the
ensemble spread is much larger for the NTS than for the NT. This difference reflects the fact that
adequate SH initial perturbations were represented in the NTS, whereas very small-magnitude
perturbations were added in the SH region of the NT. It is also apparent that the forecast skill of the
ensemble mean prediction, assessed on the basis of the RMSE and the ACOR, is better for the NTS
experiment than the NT experiment. Figure 6 also shows that the RMSE and SPREAD for the NTS
are almost comparable in magnitude, but the SPREAD is slightly smaller than the RMSE.

Figure 7 shows the forecast scores for the second week. Although there are much larger
variations among the forecasts compared to the first week, it is again apparent that the SPREAD of
the NTS experiments, which is comparable in magnitude to the RMSE, is larger than the NT
experiments. Figure 7 also indicates that, based on the RMSE and ACOR, the forecast skill in the SH
for the NTS experiment, taking the SH perturbation into consideration, is improved overall

compared with the NT experiment.

Week 2 (Z500,5H)
120

B RMSE(NTS)

> RMSE(NT)

2 “* ACOR(NTS, x100)

100 R & ACOR(NT,x100)
' = SPREAD(NTS)

<+ SPREAD(NT)

80«

60

40
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2004/Feb

Figure 7: Same as Figure 6 except for the second week
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Table 3 indicates the forecast skill and ensemble spread of the NTS and the NT
experiments averaged over 28 forecasts, starting every day during February 2004. Here, W1 and W2
denote the mean value over the first and the second week, respectively. These data reconfirm that the
forecast skill (RMSE and ACOR) is better and the ensemble spread (SPREAD) is larger for the NTS
experiment than the NT experiment. Moreover, unlike the NT experiment, the average SPREAD for
the NTS is similar in magnitude to the RMSE. The differences of the skill between the two
experiments is statistically significant at the 99.9% confidence level, except for the ACOR in the
second week.

From Table 3, it is also apparent that the SPREAD is smaller in magnitude than the RMSE,
even for the NTS experiment. The small number of ensemble members (nine) may account for this
difference. However, the rescaling factor for the SH BGM cycle, specified in the same way as for the
NH cycle, may have been smaller than expected. If true, this would be another reason for the
difference. Because the sparseness of observations in the SH lead to larger analytical errors
compared to the NH, it is plausible that a larger rescaling factor should be specified for the SH.
Moreover, consideration should be given to the fact that using an imperfect NWP model generally
causes a smaller ensemble spread than using a perfect model (uncertainty of models, or
parameterizations of the physical processes in the model, e.g. Buizza et al., 1999).

Finally, we also examined the forecast skill and ensemble spread of the weekly mean Z500
in the NH by using the same dataset of ensemble forecast experiments (i.e., NTS and NT). However,
we found that there was no significant improvement in the NH score, although the SH perturbations

were included in the NTS (not shown here).

Table 3: Forecast skill of ensemble mean forecast and ensemble spread.

(ACOR is multiplied by 100. The units of the RMSE and SPREAD are meters.)

Ptb. RMSE ACOR | SPREAD | RMSE ACOR | SPREAD

type (W1) (W1) (W1) (W2) (W2) (W2)

NTS 24.37 | 92.31 18.59 | 63.72 38.31 44.74

NT 26.30 | 91.09 3.63 7240 | 33.10 | 24.92
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5. Characteristics of a BGM perturbation

In this section, we examine the characteristics of the perturbation of the MRI-EPS created
through the newly developed BGM system described in the previous sections. We also use the
MRI-EPS to examine the predictability of the stratospheric sudden warming (SSW) that occurred in
the winter of 2001 and compare the results with those obtained with the operational JIMA-EPS.

By using the BGM system, we have already calculated and stored NH and SH perturbations
up to 25 modes and TR perturbations up to 2 modes from October 2001 to March 2013. These
perturbations can be used to immediately start ensemble forecast experiments. In this section, we
show the result of an ensemble forecast experiment with the six leading NH bred modes. These bred
modes were used to generate 13 initial perturbations by taking into account the polarities of six bred
modes and the unperturbed control forecast. This configuration of the ensemble forecast is the same
as the configuration of the operational JIMA 1-month ensemble forecast for the winter of 2001. We
conducted ensemble forecasts starting every day during the period from 28 November through 20

December of 2001, during which a SSW event was observed.

5.1 Spatial structure of bred mode

First, we examine the spatial structure of the obtained NH bred mode. Figure 8 shows a
latitude-height cross section of the zonal-mean amplitude of the bred modes averaged over the
23-day experimental period. A common meridional distribution of the amplitude is apparent in the
six bred vectors. In fact, the amplitude has two peaks: one is around 300 hPa at 40-50°N, and the
other is around 300 hPa at 80°N. The peak at 40-50°N corresponds well with the latitude of the
maximum amplitude of climatological synoptic waves (not shown) and also with the region of the
maximum baroclinicity of the climatological zonal mean flow.

Figure 9 shows the horizontal structures of the 500-hPa geopotential heights for obtained
bred modes on 13 December 2001; all ensemble forecasts starting from this date succeeded in
forecasting the occurrence of the SSW (see Section 7.1). On this date, a very prominent blocking
high was observed over England (not shown). Associated with this blocking, most bred modes had
large perturbation amplitudes around the polar region. These large-amplitude perturbations
correspond to the dominant peaks in the amplitudes of the bred modes shown in Figure 8. The
observed flow might be highly unstable with respect to the bred mode, because the bred mode will

grow due to the dynamical instability of the observed flow.
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Figure 8: Zonally averaged amplitude of the geopotential height associated with the obtained bred modes.
The amplitude was averaged over a period of 23 days from 28 Nov. to 20 Dec. 2001. Contour

interval is 5 m.

We also examined the zonal wavenumber spectrum of the geopotential height amplitude of
the bred mode. Figure 10 shows the geopotential height amplitude of the bred mode at 300 hPa
averaged over 40-50°N as a function of zonal wavenumber. The spectrum was obtained from the
average over 23 days of the experimental period. It is apparent that all bred modes have a peak
around zonal wavenumber 5 and 6, except for the third mode, in which the highest peak in the
spectrum occurs at zonal wavenumber 3. This result also suggests that the obtained bred modes grow

through the baroclinic instability of the observed flow.



KB HANHRE 5 715 2014

Z500 2001/12/13

Figure 9: Horizontal distribution of the geopotential height of the obtained bred mode at 5S00hPa on 13
Dec. 2001 in a polar stereographic map north of 30°N. Top of each panel corresponds to the

date line. Contour interval is 20 m. Dashed lines indicate negative values.
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Figure 10: Zonal wavenumber spectrum of the amplitude of geopotential height at 300 hPa of the bred
mode averaged over 40-50°N and a period of 23 days from 28 Nov. to 20 Dec. 2001. The

abscissa is the wave number. Units of the ordinate are square meters.
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5.2 Temporal evolution of bred modes

In this subsection, we examine the temporal evolution of the obtained NH bred mode. As
described in Section 2.1, the amplitude of each NH bred mode at the initial time of forecast is
specified such that the variance of the 500-hPa geopotential height of the mode, averaged north of
20°N, is 14.5% of the climatological variance.

Figure 11b shows the temporal variation of the amplification of each mode during initial
one-day temporal integration starting every day. The magnitude of the amplification is assessed by
the increment of the amplitude over one day. The same NWP model (GSM) used in the BGM cycle
of the MRI-EPS was used to evaluate the temporal evolution of the bred mode. The operational
NWP model used in Mukougawa et al. (2005) is referred to as the GSMO0103. Note that the initial
amplitude of each bred mode is about 15 m. Figure 11b shows that the average amplitude increment
is about 6 m. The NH bred mode thus increases its amplitude by about 40% during the first day.
However, it should be noted that the day-to-day variation of the amplification is very large.
Moreover, the rate of amplification is almost the same among the bred modes: the amplitude
increments, averaged over the experimental period, are 5.9, 6.3, 5.9, 6.3, 6.1, and 6.0 m for bred
modes 1-6, respectively. We also confirmed that, as of 2001, the bred modes of the operational
I-month ensemble forecast of the JMA (GSMO0103) evolve over time in a similar way (Figure 11a):

the amplitude increments for each mode are 6.5, 5.8, 6.1, 6.2, 5.5, and 6.0 m, respectively.
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(a) GSMO0103: Amplification for 1 day (m/day)
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(b) GSM : Amplification for 1 day (m/day)
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Figure 11: Amplitude increments (m) of each bred mode during the first one day. (a) The operational
one-month ensemble forecasts as of 2001 (GSMO0103). (b) Numerical forecasts are conducted
by the GSM, and these forecasts are also used to obtain the bred mode. The amplitude is
evaluated by the root-mean-square of the 500-hPa geopotential height variation poleward of
20°N. Each bred mode is designated by colors in (a) and (b): black for the first mode, orange
for the second, yellow-green for the third, blue for the fourth, blue-green for the fifth, and

magenta for the sixth. For panel (c), numerical forecasts were conducted by the
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MRI-AGCM3.2 (black lines). The values for the GSM are also shown by red lines, which are
the same as in panel (b). Note that 10(z — 1) m is added to the amplitude of the xn-th bred mode

in this panel to easily distinguish the amplitude of each mode.
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6. Combination of the MRI-EPS and the MRI-AGCM3.2

6.1 MRI climate model (MRI-AGCM3.2)

Ensemble forecast experiments were performed by using a low-resolution version of the
MRI-AGCM3.2 (Mizuta et al., 2012). This model is based on the previous version of the JMA
operational NWP model (GSM). Although several physical process schemes suitable for long-term
integrations have been introduced into the model to facilitate its performance as a climate model, the
fundamental part of the MRI-AGCM3.2 is common to the GSM, as described below. Results of
long-term integrations with the MRI-AGCM3.2 have been verified from various points of view, and
the model has been used for global warming research of the climate response to global warming
conditions (e.g. Murakami et al., 2011; Endo ef al, 2012). The model results are available for
international use as one of the climate models in the Coupled Model Intercomparison Project Phase
5 (CMIPS; Taylor et al., 2012). Furthermore, the model is used as the atmospheric component of the
MRI-CGCM3 (Yukimoto et al., 2011) and the earth system model MRI-ESM1 (Adachi et al., 2013).

It is easy to configure experimental settings of the MRI-AGCM because it is developed for
numerical experimental studies. Moreover, because the MRI-AGCM is a part of the earth system
model, we can easily extend the experiments by coupling the other model components, such as the
ozone chemical transport model.

The resolution of the model is set to be the same as that of the GSM used in the BGM
cycle, which is TL159 (a grid interval of roughly 110 km) in the horizontal and 60 levels (top at 0.1
hPa) in the vertical. The dynamical framework is the same as that of the GSM, which is a hydrostatic
primitive equation system that uses a spherical harmonic spectral transform method. The radiation
scheme, the orographic gravity wave drag scheme, and the planetary boundary layer scheme are also
the same as those in the GSM. Different physical process schemes are used for cumulus
parameterization, cloud physics, land surface, and direct effects of aerosols. A new cumulus
parameterization scheme has been developed, called the Yoshimura scheme (Yukimoto ef al., 2011;
Yoshimura et al., in preparation). The Tiedtke cloud scheme (Tiedtke, 1993) has been incorporated
and is used in the model (Kawai, 2006). The model uses the land surface scheme of Hirai et al.
(2007), which has been improved from the Simple Biosphere model (Sellers ef al., 1986) used in the
GSM. More aerosol species are prescribed to calculate the direct effect of aerosols in detail. Details
of the physical processes are described in Mizuta ef al. (2012) and Yukimoto et al. (2011).

A normal-mode initialization scheme suitable for high-resolution global models
(Murakami and Matsumura, 2007) has been applied to remove initial shock before integration of the
MRI-AGCM3.2. The initial conditions for the land surface scheme are given by climatology with

seasonal variation. The anomaly of the SST from the seasonally varying climatology is fixed
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throughout the forecast experiments; the settings are the same as those used in the BGM cycle.

6.2 Temporal evolution of bred modes in various models

In this subsection, we examine the temporal evolution of the bred mode in the
MRI-AGCM3.2. It should be noted that the BGM cycle generating the bred mode is based on the
GSM, but not on the MRI-AGCM3.2. Because the adiabatic baroclinic instability process largely
controls the temporal evolution of the bred mode, physical processes such as cumulus convection
and radiation play only a secondary role. Hence, we can anticipate that the temporal evolution of
bred modes is almost independent of the NWP model describing the evolution over time. Figure 11c
compares the temporal variation of the amplification of each bred mode during the initial one-day
temporal integration conducted by the MRI-AGCM3.2 (black lines) and by the GSM (red lines).
This comparison confirms that the evolution over time is almost independent of the NWP model. We
have therefore ascertained that the bred mode obtained with a BGM cycle based on the GSM is

suitable for initial perturbations in ensemble forecast experiments based on the MRI-AGCM3.2.

6.3 Dependence of the temporal evolution of the bred mode on the analysis data

The bred mode obtained with the BGM cycle depends on the analysis field. As described
in Section 3.1, we use the JRA-25/JCDAS analysis to compute the bred mode. It is thus natural to
use the same analysis dataset (JRA-25/JCDA) to provide an unperturbed initial condition (control
run) for the ensemble forecast experiment. However, there could be a demand for use of another
reanalysis dataset, such as the European Centre of Medium-range Forecasting Reanalysis data
(ERA-interim; Dee et al., 2011) to conduct an ensemble forecast experiment. We therefore wished to
confirm the consistency of the model by using different reanalysis datasets from JRA-25/JCDAS in
advance. For this purpose, we compared the temporal evolution of the bred modes based on the
JRA-25/JCDAS reanalysis and on the ERA-interim. Figure 12 compares the amplification of the
bred modes during the first day of the ensemble forecasts based on each analysis during a period of 8
days from 10 to 17 December 2001. This comparison confirms that the amplification of the bred
modes is almost independent of the analysis used in the ensemble forecast. It is thus ascertained that
the ERA-interim reanalysis can also be used to provide an unperturbed initial condition for ensemble
forecast experiments with initial perturbations represented by the bred mode of the BGM cycle. This
fact also implies that the large-scale atmospheric state (especially in the troposphere), which controls
the temporal evolution of the bred mode, is almost independent of the reanalysis datasets. In the
following section, we examine the predictability of a SSW by using the ERA-interim reanalysis
dataset for the unperturbed initial condition and the bred modes generated on the basis of the

JRA-25/JCDAS dataset.
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MRI—Era: Amplification for 1 day (m/day)
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Figure 12: Same as in Figure 11c, except that the black lines indicate amplitude increments of bred modes
obtained using the ERA-interim reanalysis data, and red lines for those obtained using the

JRA-25/JCDAS reanalysis during the period from 10 Dec. to 17 Dec. 2001
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7. Predictability of a SSW in the winter of 2001

Mukougawa et al. (2005) found, by using the operational one-month ensemble forecasting
data of the JMA, that the SSW that occurred in December 2001 was predictable about two weeks
prior to the date corresponding to the warming peak at 80°N of the zonal-mean temperature at 10
hPa. The predictable period was assessed from the spread of ensemble members (Figures 13a—d); the
spread of forecasts starting on 12 and 13 December (Figure 13c) becomes much smaller than the
spread of forecasts from 5 and 6 December (Figure 13b). The polar stratospheric temperature attains
its maximum around 28 December. However, because the operational one-month forecast was
conducted only twice a week (Wednesday and Thursday), a detailed examination of daily variations
of the spread was not possible.

In this section, we examine the predictability of the SSW by using the newly developed
MRI-EPS. We also investigate the dependence of the predictability on the NWP model that
represents the temporal evolution of bred modes and also on the analysis dataset that provides the
initial conditions of the forecast. Figure 13 shows the results of ensemble forecasts for the 10-hPa
zonal-mean temperature at 80°N made by using the GSMO0103 (Figures 13a—d), which was also used
by Mukougawa et al. (2005); made by using the GSM (Figures 13e-h), which was used in the
calculation of the BGM cycle for the MRI-EPS; and by using the MRI-AGCM3.2 (Figure 13i-1).
Here, the red lines show the observations (NCEP/NCAR reanalysis). Each ensemble forecast was
conducted with 26 ensemble members and was started every Wednesday and Thursday, as was the
case in the operational 1-month forecast of the JMA in 2001. Note that the initial conditions for the
GSMO0103 were provided by the operational analysis of the JMA (GANAL), whereas those of the
other models were provided by the JRA-25/JCDAS analysis. Thus, differences between the NWP
model and the analysis dataset might affect the forecast. For the forecast that started on 28 and 29
November, no member of the GSM0103 predicted the occurrence of the SSW (Figure 13a), whereas
several members predicted the SSW in the cases of the GSM and MRI-AGCM3.2 (Figures 13e and
13i). However, the forecasts that started on 5 and 6 December were very similar to each other
(Figure 13b, f, and j). For the forecasts that started on 12 and 13 December, although all ensemble
members of the forecasts predicted the occurrence of the SSW (Figures 13c¢, g, and k), the spread for
the MRI-AGCM3.2 was relatively large (Figure 13k). For the forecast that started on 19 and 20
December, all the forecasts captured the occurrence of the SSW well, and the spreads were very
small (Figures 13d, h, and 1). Hence, the overall performances of the ensemble forecasts for the
prediction of the SSW were very similar to each other.

We also conducted ensemble forecasts by using the GSM and the MRI-AGCM3.2
initialized every day. Figure 14 shows the ensemble mean (contour) and the standard deviation

(shading) among the ensemble means for 10-hPa zonal-mean temperature at 80°N. Even in this
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figure, there is no apparent difference between the two NWP models for the prediction of
stratospheric polar temperatures: both ensemble mean values tend to increase after 20 December for
the forecasts that started after 10 December; the forecasts that started after 13 December have the
same peak value of 245 K around 27 December. Thus, both models predict the occurrence of the
SSW almost two weeks in advance. However, when we closely examined both forecasts, we found
that the performance of the GSM was slightly better than that of the MRI-AGCM3.2: the forecast of
the GSM that started on 12 December predicts the peak temperature of the SSW well (Figure 14a).
The performance of that model is almost the same as that of the MRI-AGCM3.2 that started on 13
December (Figure 14b).

We also examined the dependence of the ensemble forecast on the analysis dataset that
provided the initial conditions by using the MRI-AGCM3.2. Figure 15 shows the ensemble forecasts
for the polar stratospheric temperature based on the JRA-25/JCDAS reanalysis (Figure 15a) and the
ERA-interim reanalysis (Figure 15b). Each forecast started from the period between 10 and 13
December, when the spread among the ensemble members rapidly decreased (Figure 14). It should
be noted that the initial temporal evolution of the bred modes was almost independent of the
reanalysis dataset, as shown in Section 6.3. It is apparent that the forecasts based on the ER A-interim
reanalysis outperform those based on the JRA-25/JCDAS dataset; all ensemble members for the
ERA-interim (JRA-25/JCDAS) reanalysis predict the occurrence of the SSW well for the forecasts
that started after 11 December (13 December). This skillful performance may reflect the fact that the
ERA-interim reanalysis produced a better representation of the stratospheric circulation compared
with the JRA-25/JCDAS reanalysis. This fact is easily recognized by examination of the peak
temperature of the 2001 SSW (not shown).
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GSMO0103
a) zonal temperature (10hPa; 80N)

MRI
(i) zonal temperature (10hPa; 80N)

g)  zonal temperature (10hPa; 8ON) (k) zonal temperature (10hPa; 8ON)

d) zonal temperature (10hPa; 8ON)

Figure 13: Temporal variation of 10-hPa zonal-mean temperature at 80°N from 20 Nov. 2001 through 20
Jan. 2002 for the analysis (red line) and ensemble forecasts (black lines). The forecasts started
from (1st row) 28 and 29 Nov., (2nd row) 5 and 6 Dec., (3rd row) 12 and 13 Dec., and (4th
row) 19 and 20 Dec. 2001. Blue lines indicate control runs. Panels (a—d) are forecasts made
with the GSM0103, which were also used by Mukougawa et al. (2005). Panels (e-h) are
forecasts made with the GSM, and panels (i-1) are those made with the MRI-AGCM3.2.
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Figure 14: Ensemble mean (contour) and standard deviation (shading) of predicted 10-hPa zonal-mean
temperature at 80°N made with (a) the GSM and (b) the MRI-AGCM3.2, initialized every day
starting from 28 Nov. 2001.
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Figure 15: Same as in Figure 13, except that (a) the forecasts were made with the MRI-AGCM3.2 based
on the JRA-25/JCDAS reanalysis and (b) the forecasts were made with the MRI-AGCM3.2
based on the ERA-interim reanalysis. Forecasts were initialized every day from 10 (the first

row) to 13 (the fourth row) Dec. 2001.
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8. Summary

A new ensemble prediction system, MRI-EPS, has been developed to promote the research
activity of the MRI with respect to the predictability of climate and large-scale atmospheric motions.
The BGM cycle, which is a key component of the MRI-EPS, can generate initial perturbations for
the SH as well as for the NH and the TR. The fundamentals of the BGM method as well as the
overview of the MRI-EPS have been described in this report. The BGM cycle system is based on the
GSM, and we have confirmed that ensemble prediction experiments can be conducted flawlessly
with the MRI-AGCM3.2 and the initial perturbations generated by the BGM cycle.

It is an important advancement for the MRI-EPS to be able to generate perturbations for
the SH in addition to the NH and TR, which have already been generated by the operational
one-month ensemble forecast system of the JMA. The skill of the Z500 ensemble forecasts for the
SH made with ensemble predictions using the new SH initial perturbations has been found to be
similar to those of NH predictions in the operational system.

We have also examined the spatio-temporal characteristics of the leading six bred modes
during the period from 28 November to 20 December 2001, when a major SSW took place.
Furthermore, we have conducted ensemble prediction experiments using two NWP models and two
reanalysis datasets to examine the model dependency of the predictability of the SSW. The following
results have been obtained with the foregoing examination:

1. The amplitude of geopotential height for the NH bred mode had two peaks at 300 hPa
near 40-50°N and 80°N. The zonal wavenumber 6 component dominated the bred mode in the
region around 40—50°N at 300 hPa.

2. The rate of amplification of the NH bred mode during the first day in the forecast was
almost independent of the mode number. Although there were large day-to-day variations of the
amplification rate, the bred mode increased its amplitude by about 40% on average during the first
day.

3. The amplification rate of the NH bred mode was almost identical for the
MRI-AGCM3.2 and GSM. Hence, bred modes generated by the BGM cycle of the MRI-EPS can
also be used for initial perturbations of ensemble forecasts conducted by the MRI-AGCM3.2.

4. The temporal evolution of bred modes during the first day was also almost completely
independent of the analysis dataset. Hence, although the bred mode of the MRI-EPS was generated
based on the JRA25/JCDAS reanalysis dataset, the ERA interim reanalysis dataset can also be used
to provide the unperturbed initial conditions for ensemble forecasts with the MRI-AGCM3.2.

5. With respect to the forecast of the SSW in 2001, ensemble predictions based on the
ERA-interim reanalysis dataset outperformed those based on the JRA-25/JCDAS dataset. Hence, it



KB HANHRE 5 715 2014

is useful to use the ER A-interim reanalysis dataset to provide the unperturbed initial conditions for

ensemble predictions.
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Table of Abbreviation

Anomaly COrrelation Coefficient

Atmospheric General Circulation Model

Breeding of Growing Mode

Coupled Model Intercomparison Project phase 5

Centennial in-situ Observation-Based Estimates of the variability of Sea Surface
Temperature and marine meteorological variables

Climate Prediction Division

Difference Z500 field between perturbed and control runs

European Centre for Medium-range Weather Forecasts

European Centre for Medium-Range Weather Forecasts reanalysis data interim version
(Japan Meteorological Agency) Global ANALysis data

(Japan Meteorological Agency) atmospheric Global Spectral Model

previous version of GSM whose forecasted data was used in Mukougawa et al.
Japan Meteorological Agency Climate Data Assimilation System

Japan Meteorological Agency

Japan Meteorological Agency -Ensemble Prediction System (operated in 2001 with
GSMO0103)

Japan ReAnalysis (25-year version)

Lagged Average Forecast

Meteorological Research Institute

Meteorological Research Institute -Ensemble Prediction System

Meteorological Research Institute Earth System Model version 1

normalized perturbation

National Center for Atmospheric Research

National Centers for Environmental Prediction

Northern Hemisphere

National Meteorological Center in the United States

orthonormalized perturbation

Abbreviation of NH+TR+SH

Abbreviation of NH+TR

Numerical weather prediction Standard Data-set System (in Japan Meteorological
Agency)

Numerical Weather Prediction

Probability Distribution Function
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RMSE : Root Mean Square Error

Pre-BGM : acycle which are performed previously for BGM cycle
SAM . Southern Annular Mode

SH . Southern Hemisphere

SiB :  Simple Biosphere Model

SPREAD . Ensemble spread

SST : Sea Surface Temperature

SSw . Stratospheric Sudden Warming

SV . Singular Vector

SVD . Singular value decomposition

To . start time of BGM cycle shown in Fig.2

Tpo . start time of pre-BGM cycle shown in Fig.2
TR . Tropical Region

7500 . 500-hPa geopotential height

%200 . velocity potential at 200 hPa level
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Appendix (f8%)

PLFCl. 2013 EE£ED MRI 3RS AT LA a—H —3K BGM 7 W0 7L FEBR S X
T AEFIAT DB E ARG R A LTS,

Al ERBREOE(E

AL1BGM Y A7 AT 4 L7 N

JEfE SNz AT 57 7 4 /L MRIBGM.tar.gz Z5EWFFEERD RAID 7 4 A2 (LT, &
AT KT 4 A7 LS, HFTIL http:/graphsv/User/cl/syabw/BGM/ % ) 725 MRI A /3=
YV UAT A(front) D —H—F ¢ L7 | U (/home3 °/homel) LA F D727 4 L7 R UIZ
at—L, UToavy FCEMEM< § iTy=ro7u 7 b LITFE) :

$ gzip -dc MRIBGM .tar.gz | tar -xvf -
BGM 7 1 L7 b UDMEREN D, ZHLELLFBGM Y A7 A7 1 L2 U (I 5$BGMDIR)
RS, T4 L7 FURRIILL T DO LB

$BGMDIR (hy T Ty L7 MY ERY =V A7 VT NEET)
/Module CFATE YV a— b (VAR EEET)
/Const BT A
/Sh D FET () v=ov
/Tool : BGM Bt —v

A12BGM T—#F 4 L7 [V

front ® /work EDE Y727 ¢+ L7 Y (BLFSWBGMDIR) %, FEBRO AW )7 — % Ok
WIET &5, HEHNRT L7 S USRI TO LB

SWBGMDIR  : (h>y 751 L7 V)

/Data (AN T—=42FT 4127 V)
/JRA D RN (JRA-25/JCDAS)
Nfin Ind  : BRESREEE (RETRUERBRA 7 7 A UFRITIZHE-S <)
/COBE s WA K - MEOKAENTIE (COBE-SST)

/Ptbnh* : BGM (K) A 7 Vs IC b 2 887 — ¥
ALk 7 VL *=4 or 25 1T FEBROEET— )

/Ptbsh* s ([FLE, 7272 Lraesk 1 7 v H)

/Ptbtro (A E, 7272 LEGEY 1 7 v )

6 REFR L 2T LDOAMT T — 213587 NuSDaS WA Th 273, A1k Tid NuSDaS (25T D41,
R EE & Lienitik & Uz, (NuSDaS (2B 3 2 i3 U S iR Z B & L72VY,)
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/$SEXPDIR BGM YA V7 VERT LD 1T 4 L7
(T4 L7 MVAIE. A2DFEBR =V A7 )7 N THRE)

/Ptbnh : BGM YA 7 )V EBR TR AL PEREE) T — ¥
/Ptbsh [\l B, 7272 LR ek E T — &

/Ptbtro DA by 27 LB EE T — ¥

/LFIN LT U T HIEIE T — &

/FCST T TNV HRIET — 4

FHEfRNTT — % 1% SWBGMDIR/Data & [FI U7 4 L7 b URERLT, VAT LT 4 A7 IZEWD
TWAHDT, £IZhH SWBGMDIR (22— %, JRA & Ifin Ind IZFRIOT L7 R
2725 TWH DT, FERRIZEE S BRI 720 THED RV, (708, Ifin Ind 1% 3.1 HiTib~7z &
INCERBIIZEME TH D0, X EZEMAOSWrED L 9124k 5,) HAT 417
YU ($SEXPDIR, LFIN, FCST) I, SEBRFATHRHC BEIIC/ER S LD DT, T O (T 54
- AECANAN

A13BGM1EET 4L Z7 Y
front @ /short DY 727 4 L7 FY (LLF$SBGMDIR) %, EBROIE¥(T 4 L7 Y
ELTHIAT 5, BN T 4 L7 FURBIILLTO L B0 ¢
$SBGMDIR (b7 T4 LI RY)
/SEXPDIR  : A V7 VFEBRTLDEXT L7 Y
(T4 L7 FUAIT, A20FERS =L 227 ) 7 FTHE)

/PRE##p D TV A I VEBREEOE— R##=01,02,..) T L D
BT 4L 27 N

/LFIN DT Y T AAE R OIERET L7 B

/FCST T TP RERKEOEET L7 MY

INGDOT 4 b7 bU b ERFATRHICHBEIRISER SN D DT, TORHT 2437
Uy,

Al4 FHEFHHBGM BEH T —X

FRRIZMAIR T —Z TRV, VAT LT 4 A7 D Pb 74 L7 h VI, ARWFZEIC
BWTEHR L7zA ek - BfER (525 E—R) L8UE (28— 1K) © BGM B#)7 — 273
RfFSNTWD, £IE4 Pth/NH25/Ptbnh | Ptb/SH25/Ptbsh 5 JXUY Ptb/TRO/Ptbtr LA FIZ
BlESh, =& 201E. 5 HOAREERD 12UTC B2 0B E T — % 7 7 A VI,

ptb12/ (H£F) /ptb_cycll2.nus (12UTC WA, YA 7 Alkfe )
/ptb_fest12.nus ( [EE, THEERR M)
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X TERT D LN TE D, AFERFERBLETIZ, 2001 410 7225 2013 43 HD
FHIZOWTORREERH D, A2 TS, YA 7 )VFEEROBRIARE O Y 7258 7 — Z 7)3
WA, YA IR O EFIAT A ENTE D, o, THRERHOTIX, 2
OO T Y 2 T NP REBRO 72D OEEIIHIEIER (A2.4) ICEHEA WD Z &R TE D,

A2 EROETFIH

A21 Ly AT

AEHER F 72 1L R R BGM YA 7 L O EBRBHAARE O 2 70 BB 7 — Z N 72 W55 2 E
T5, EBRY = VA7 U7 it $BGMDIR/pre nh*p.sh  (ALM-ERA., *=4 or 25 1ZitHE—
R#C, Wz HvWs) F721% $BGMDIR/pre sh*p.sh  (FM-EkfH) T, 7% A b=
T 4 B THWT, RAIDOFHDOLLT Oy 2 HRET 5 ¢

#--- set belows

GRP=cl # user parameters on MRI-system
UlID=syabu
ACCOUNT=KO0211

HOMEDIR=/home3/${GRP}/${UID} # (alias dir.name
WOMEDIR=/work/$ {GRP}/${UID}# ; no need to edit)
SOMEDIR=/short/$ {GRP}/$ {UID} #

BGMDIR=$ {HOMEDIR }/BGM # BGM system dir.
SBGMDIR=${SOMEDIR}/BGM # BGM working dir.
CENDDATE=20040106 # end date of pre-cycle

# (! MUST BE : day of CENDDATE >=6)
# set analysis data dir.
ANALDIR=$ {WOMEDIR }/BGM/Data
# set first Ptb.dir. for BGM (main) cycle
PTB1DIR=$ {WOMEDIR }/BGM/Data/Ptbnh4
#

GRP, UID £ X" ACCOUNT (X, MRI ¥ AT LD T )—T74 a—H—% Va7 DFEfT
Thoy v EEEZNENEET 5, BGMDIR,SBGMDIR (21, ZiLZ4 BGM v AT A
T4 L2 MU, BGM 1E¥7 4 L7 MU A4 ZFEET 5. CENDDATE X7 LW A 7 LDf&T
HETHY, mbITWVBBHN GO LE— R (5 2 % Figure 2 Z2) O LA 7 LT
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BT — X PNATHO DI/ D 2 L &#ET 5720, 4F— RhUL 6 HLRE, 25 &— MR
% 27 HUBE (TARETOWTND) OHMZIEE LRTNT bR LICHEE,
ANALDIR (Zi%, Yfi§i L72ffth 7 — 2 D7 4 L2 MY Z$6ET 5, PTBIDIR 1%, 7'L¥A
I NVOFER (= R A 7 NVOBRAINCHWLEBEN T — %) 23 FT 252 fRET 2, 7238,
HOMEDIR, WOMEDIR, SOMEDIR L, /home3, /work, /short D47 4 L7 KU FO2—H—
DRy 7T 47 M) ERTTA YT AT, REFIAE, MOFERS =V 7 T b2
ITHHMN, LRI I E LT

BGM ¥ 27 L5 ¢ L7 b $BGMDIR = /home3/$ {GRP}/${UID}/BGM

BGM 5 —4%5 (L7 FJ  $WBGMDIR = /work/${GRP}/$ {UID}/BGM

BGM {E¥T7 1 L7 R $SBGMDIR = /short/$ {GRP}/$ {UID}/BGM
EENEIREL TWDN, T LHZDEED TR TH XU,

FROWREOK TR, TLIA I NV EBEOa~ Ly RTEITTDH, L& RE, 4F—F
FROIEN-ERA 7 L1 7 LTk, $BGMDIR IZA L2 FF 4 L7 MY 288 L,

$ ./pre_nh4p.sh
4%, 7% &, $SBGMDIR/PRE##p (##=01~04 : BE)T— FEF) LW IEET L7 b
UDBMER S, ZDOTIZT VYA 7 NVEROBRENREZ b, RWT, HFE—FOT LY
A 7 VIEIZ $BGMDIR/pre_lp.sh ZFEOMH L THEITS NS, pre_lpsh TiE, HE3ED
Figure 3 (Z/RL72 & 91T, llsub_bgm nhlp & llsub_ bgm nhl (E¥:-EKHOEH) Lo ¥
aZarbtua—/77A4/JCF) % llsubmit LT, LI A7 LEHBELTND, KA
I NVFELTHIT 10 3 T &1z,

+++01p
DEHIT, BEITONLTWAE T LY A 7 ALDF— RESEREL S GRE. ShREm) 12
ForEND, (FFlZ 25 E— FiRlE, REDOE—RITETLETL HE EDNDLDT, XE
DT by BRI DE— RIZBELRWEGEIL, —HOY a 7RF—/L RS Tn5
ZENZNOT, llhold-r TIEIKT D,) TXTOIA I NPT T D L,

st 4mode ptb.s in SCENDDATE are created.
EWVoTn Ay —UMERERICERE N,
${PTBIDIR}/ptb12/$ {CENDDATE}/ptb_cycll2.nus 7 « L7 kU IZ BGM HA 7 VBHEH O
#E— NOEH T —Z NMER SN D,

A2.2 Jb¥Ek (F¥EK) BGM VA 7 LV DEST

FEBr L =LA 27 U7 b $BGMDIR/pre nh*sh (LB . *=4 or 25) £ 721
$BGMDIR/pre_sh*.sh  (F¥-EkH) T, 7F A b7 4 X THHWT, BAIOFDOLUF O
oy % HAmE T D

TRB., VYA 7R BGM YA 7L (A2.2,A2.3) DK Y a T DFEITR ST 7 A ik BGM EET 4
L7 FU F®ShLog (Z D7 VL¥A 7 AvOfFlTiE, ${SBGMDIRY/PRE##p/Sh/Log) (i H1&ns, 71
YA T NVBEEKT LIEGARICSRT S & Lun,
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#--- set belows

# user parameters on MRI-system
GRP=cl

UID=syabu

ACCOUNT=K0211

HOMEDIR=/home3/${GRP}/${UID} # (alias ; no need to edit)
WOMEDIR=/work/$ {GRP}/$ {UID}
SOMEDIR=/short/$ {GRP}/$ {UID}

# first target date of cycle = cycle start date +1day (format YYYYMMDD)
C1DATE=20040107

#C1DATE=20040113 # re-start

# last target date of cycle = cycle end date

CENDATE=20040131

# name of experiment (identifier)

EXPNAME=TESTNH4

BGMDIR=${HOMEDIR}/BGM  # BGM system dir.
WBGMDIR=${WOMEDIR}/BGM # BGM work dir. (in /work)
SBGMDIR=$ {SOMEDIR}/BGM  # BGM work dir. (in /short)

# data directories

DATADIR=$ {WBGMDIR}/Data # analysis data top dir.

P1STDIR=$ {WBGMDIR }/Data/Ptbnh4/ptb12 # 1st. perturbation (pre-built)

#P1STDIR=$ {WBGMDIR}/$ {EXPNAME}/Ptbnh/ptb12 # 1st.perturbation (re-start)

PTBDIR=${WBGMDIR}/$ {EXPNAME}/Ptbnh # Ptb. save dir.

#
CIDATE (1%, A 7 VOGO BEAN (ROIOEEB ZFHS 5 Aft=2+ 7 A BirH
+1H) #48& L. CENDATE (ZI%, ¥ A 7 Vo T Af (R#OBEEFE AR ZiE
T %, EXPNAME (&, %A 7 VIEBREZFET D ERA T, EEOLFIERET S,
DATADIR (ZI3f#tfr 7 — 2 DEEHET (Y77 4 L7 M U) &, £/ PISTDIR (13 A2.1
DT LY A T NRWMEDFEROY A 7 VERR EICK o THE LI, YA 7 VBlhaks D
7 —%0 (pbl2) T4 V7 MV &, ENENEET S, PTBDIR (21X, BGM A 7 LT
CNPLEREINDEAREOEB T — 2 BWMRIFSNDT 4 V7 M) ZRET D, ZOfMo
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¥ VEBIZOWTIE, A2.1 OF LY A L LR,

FROMREDOK THR, BGM YA 7 VEFEITT 5, 2L 213k 4 & — NS,
SBGMDIR IZH V> hT ¢ L7 MU ZBE)L T,

$ ./pre_nh4.sh
FATHIE A2 U7 D CENDDATE THiE L HRFE T, 24 (FEH) K I &2,
llsub bgm nhd E\N95 JCF 7 7 A LA llsubmit Sh, VA Z ABHE SIS (5B 3ED
Figure 4 ZZ M), FHAEMROEE 7 7 1 11X ${PTBDIR} 7 ¢+ L7 M ULLFIZ,

ptb12/ (B f}) /ptb_cycll2.nus ( 12UTC Wzl Y1 27 ik )

/ptb_fest12.nus ( [ k. THERR )

ptb00/ (HfF) /ptb_cycll2.nus ( 00UTC ezl 1 27 itk )

DI RS D,

A2.3 B\ BGM ¥ A 7 VD ELT

FEpy =L A7 U7 MME $BGMDIR/pre_trosh TH VY, 7F A b7 ¢ X THWT, A2.2
& [FRRRIZEAI D TT D

#--- set belows
s

#
THENTH S ZEEMET 5, FREHE =V EH) X, A22 odt (/) FEki A
I NDYE LR L TH S, PISTDIR (A& ET 46 ET 5. By BGM Y1 7 LBAGI D
BE)T — 22O TiE, F3IWETHIRA K912, BEDFRERZ BGM Y1 7 LV OFER D &
EZENE D, ZeidiuE, A22 THE7-ALEER BGM B8y 7 — % %, A3.1 THik4 5
V= EHWTEEH (¥ X—) BEy 7 —2 AL THET S,

MREDKE T, BGM A 7 V& lFE O a~ 2 RTHEITT S ($BGMDIR T) :

$ ./pre_tro.sh
A2 )7 ~® CENDDATE THiE L7- HRFE T, 24 (58) W Z &L 1Z, lsub bgm tro &
W9 JCF 7 7 A V73 llsubmit Shv, VA Z AN S S (5 3D Figure 5 &),
SRR OEBE 7 7 A T

${PTBDIR}/ptbtr/ (H{}) /ptbtro_cycll2.nus (12UTC F¢Z), Y1 7 Vilki )

/ptbtro_fest12.nus ( [A] k., THRGERRM)

DX RSN D,

A2.4 T UV TN T ER T A IBEOVER
$BGMDIR/make Ifin *.sh (*=4 or 25 : {##T— F0) 2LV, PHRETAHAOa ho—
VB I OEBHIEZ R T 5, BAIOLLT Oy Z i amET 2

#--- set belows --- (! also account_no above)
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# user parameters on MRI-system
GRP=cl
UID=syabu

HOMEDIR=/home3/$ {GRP}/$ {UID} # (alias ; no need to edit)
WOMEDIR=/work/$ {GRP}/$ {UID}
SOMEDIR=/short/$ {GRP}/$ {UID}

BGMDIR=${HOMEDIR}/BGM  # BGM system dir.
WBGMDIR=${WOMEDIR}/BGM # BGM work dir. (in /work)
SBGMDIR=${SOMEDIR}/BGM  # BGM work dir. (in /short)

INITLIST=${BGMDIR }/initlist.txt # external configuration file
#  in which init.dates are listed
# name of experiment (identifier)
#EXPNAME=PTB NTS # +- (NH+TR+SH) Ptb.
EXPNAME=PTB NT # +- (NH+TR) Ptb.

# directory where initial data files for forecast model are stored

OUTDIR=${WBGMDIR}/LFIN/$ {EXPNAME}

# directories of analysis data

DATADIR=${WBGMDIR}/Data

ANL P0=${DATADIR}/JRA # atmosphere
ANL LO0=${DATADIR}/Ifin_Ind # land surface
ANL S=${DATADIR}/COBE/Ks.Latest/Sst/sst_anal.nus # sea surface

# directories of perturbation data

# (if no ptb. data ,null directory is enough)
PTBNH=${WBGMDIR }/TESTNH4/Ptbnh/ptb12
PTBTR=${WBGMDIR }/TESTTRO/Ptbtr/ptbtr
PTBSH=$ {WBGMDIR }/TESTSH4/Ptbsh/ptb12

# NuSDaS type3 : choose 'NONE' if no ptb. data exists

FPBNH=FPBN' # NH Ptb. ('FPBN' or 'NONE')
FPBTR=FPBT' # TR Ptb. ('FPBT' or 'NONE")
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FPBSH='NONE'# SH Ptb. ('FPBS' or 'NONE")
WRKDIR=${SBGMDIR}/LFIN # working dir.

#
71

BN, ZORIOESy (JCF #8457) (285 @account no= DITIZ, H 47 OWFFEIRE DR
FEFALTEL, GRP 7°5 SBGMDIR F Ti, A2.2 &gk, INITLIST (21X, #IHifE
AU A R ZROFIO L HIZFHA L, AMBAMNY A N7 7 A VERRET S

initdate list : format= YYYYMMDD (HH=12) ; last line must be "end"

20040130

20040131

end

(2004 51 H 30 A & 31 ADKEROH], Ff) & EOITIFERLRNI &)
EXPNAME (Z1%, BT 29D % A 7 HReET 2 L FH 8 ET 5, HAE TR L
7ok 9 7n, AREER - BV - MPERO B EBEIOMA S bEOE N EEXNT L L B
WZEHT&E %5, OUTDIR 1%, {ERK S DAIHIE (LFIN) 7 — % OR(FT 4 L2 b U ZF6E
9%, ANL_PO,ANL_LO, ANL_S (IZNZI KK, FEdE., WEOr T —2 D7 4 L7 R
T (${DATADIR} DL FICIEHEMICT — & NELE S TWiLE, fREARE), PTBNH,
PTBTR, PTBSH (2%, i Eid ek, 2, mfEk BGM B# 7 —% Ofl7T « L7 b
U ERET D, 72720, 3OOMEEET — & O—IZ L > TT ¥ v 7V wIHiE % fERk
T H5EIE. A0kl xt LT b e E L7e < T LV, FPBNH, FPBTR, FPBSH T
i, AEEER « B - FERERAS SR OB E T — X ORI OF BAEET D, SHEKICOVWT,
FIHT 25813 L FFPBN’, ‘FPBT, ‘FPBS” DXL 54 525 FIH L A2V EA13bH
IZ 'NONE' OXFH#fRET 5, (ELoflTix, LR &G OEBBIO A2 W5 : 54
T D NT FEBRIZH S, ) WRKDIR [ZHIHEIER DT O DIFZET + L7 Y Th D,
RESE T L72D, LLFOX 91T lsubmit 1795 ($SBGMDIR T) :

$ llsubmit make Ifin 4.sh (4 F— RDOELE)

Va7 BT 5 E, SWBGMDIR/LFIN 7 4 L7 kU IZ,

${EXPNAME}/ (Hf}) /LFIN nus

DX HIZ, % H 12UTC DT v % T IAAEHET — 2 ™MERR SN 5,

A2.5 T oY U TNV FRERDET

FR 2V A7 )7 ML, ABEE— FO%EIL SBGMDIR/pre festl.sh ThH D, 25 5
BE— ROLAIL, 2 he— A TPHRBIOEYIO 4E— FOBETH (01p~04m) (21X
$BGMDIR/pre_festl.sh Z H, OB E)F#121L SBGMDIR/pre fest2.sh & {5, %
N7 XA NZT 4 ZTHRWT, BHIOFOLLT Oy %M amET 5,

8 B, INLOXFINIZENZNOEET —F D NuSDaS 5 3 FR(type3)iZ 7= 5,
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F 9, pre festl.sh (Z2DOWT

#--- set belows

# user parameters on MRI-system
GRP=cl

UID=syabu

ACCOUNT=KO0211

# forecast period (hour)

KTEND=816

# experiment name (identifier)

#EXPNAME=PTB NTS # (NH+TR+SH =Global Ptb.)
EXPNAME=PTB _NT # (NH+TR Ptb. ,no SH Ptb.)

HOMEDIR=/home3/$ {GRP}/$ {UID} # (alias ; no need to edit)
WOMEDIR=/work/$ {GRP}/${UID}
SOMEDIR=/short/$ {GRP}/$ {UID}

BGMDIR=$ {HOMEDIR}/BGM  # BGM system dir.
WBGMDIR=${WOMEDIR}/BGM # BGM work dir. (in /work)
SBGMDIR=$ {SOMEDIR}/BGM  # BGM work dir. (in /short)

INITLIST=${BGMDIR }/initlist.txt # external configuration file

#  in which init.dates are listed

INITDIR=$ {WBGMDIR }/LFIN/$ {EXPNAME} # initial data dir. (made by

make_Ifin.sh)

FOUTDIR=$ {WBGMDIR}/FCST/$ {EXPNAME} # output dir. (forecast data)

#
i

KTEND (ZIE 3R 2 B CHRE T 5, 7272 LRI L 0  F57E T& DR IL 816 K (34
H)., EXPNAME 33842 KT, EROFITIE, A2.4 OWMIMEIERRE & [F C 30551 %
AE LTV, INITLIST 1% A2.4 TOGBMREER, I AT A R 7 7 A V2 LR (A24
DOFHMETERF ERIC 7 7 A A &ZFE L TH LV, INITDIR (2%, A2.4 TER L7-#HiME
T—=2DOT 4 V7 N ZFEET S, FOUTDIR X, T#iE~7 7 A VO 17 42 NY TH

%, FOMOITIZOWNTIE, A2.2 L[RIEE,
EN KD o725, $BGMDIR £,
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$ ./pre_festl.sh

ICX-TEITTDE, 1HMAZ LI, 2 b= A BLOEHTHY 3 7BIEICEAS
. TRTDOANRN—=DTHBET T2, HIHBZEHRL T, BOTHRY 3 7 ZIERK
llsubmit L T <, THEfEROKESEEE (p-ii) 7 7 A /L1, ${FOUTDIR}/ (FIHI A ) /
(A X—=4) [fest pnus DX D2, I « THA L AA—TCICH IS D,

7B, p-l T 7 A MTID IS THRT —# 13 1.25 OFEMBHERE T —% T, fBEXE
LUV 23 (RS & TR, 1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50,
30,20, 10,7, 5,3,2, 1 hPa DFKEL VL), THEFRIT, BAERWU)., MALEWV), <UET).
EFE(Z), W IESJE(PSEA) DAt (BT L 2L LV TERINLTWARNA) LLTFO
BENMRESND  {BH(TTD), FHELEHE(OMG), i (VOR), HERT > v+ JL(CHI), it
HRBEEL(PST), HEMIFEF RN E(RAIN), E/KECWC), KEERCVR), 2ERE(CLA), FEE
B(CLL), TEZE&CLM), FEZEECLH), °

25 FE— Rk (51 Ao A_N=T U H 7 ATFHER) O5EIE. (MRI VA7 A TD1 12—
YD KFAIRFRAY 2 7HE2ZR L T,) BHTPHRICOWVWTIHRKRLE—F (8 A 3—
TH) TOIHTTTFREFTT D, B10LELET— RIZOVTL, 4F— N & R
\Z pre_festl.sh Zifm&E L CEITT H, 55 E— NLIRRIX, pre fest2.sh O F &= W5, fwtk
F7IEE pre_festlsh EFEAERUZEN, LFOEHSZEMLTRET S .

### modes selection (COMMENT-OUT ONE OF BELOW LINES)

MEMGRP=2 # 05p - 08m
#MEMGRP=3  #09p- 12m
#MEMGRP=4 #13p- 16m
#MEMGRP=5 #17p - 20m
#MEMGRP=6 #21p-24m
#MEMGRP=7 #25p-25m

MEMGRP (%, THFERZITO A AN—DOHELTRET D, 6170 1172 E2 2 A T
ThTDHE, ZOITOH# LLFICRENTND A NN—DFHERELIZZ 12725 (E
FLOBITIE 05p 205 08m), FEITa~v L RRZDTHERDOT 4 L7 MU IZHOWTIX
pre_festl.sh TOFA L [AER, TEHDH L, 25 F— RO THEER CTIiX, £7° pre festl.sh T
ar hr—/L T E 0lp~04m BE) TH A FEIT L, RWCT, MEMGRP % 2 26 7 ([ZJHIZE
Z T2 6, pre fest2.sh & Et 6 [BIEKRSEITT 5,

A2.6 THT —F D GrADS T — Z R ~DEH
A25 DTFHERICE > THASIND THIE (p—if) T — %, KZ/7 NuSDaS Ez 7

9 ZZTRLIERE (L) RTFHREERES (FFIMNOSCTF) (X, NuSDaS I Th 5 p i THT —¥
® GrADS LY —/v (A3.2D 7'u /' F A rdnus2gr) (ZX DT —FEHIZBNT, BHGRT—X 28T
THERICHN NS,
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S TW% (fest_pnus), KREROT — 2 #il T L < fiiLd GrADS Y 7 U =7 OFFEHE
T—=HBR (43 FEEONAAF VT =4 LT GrADS B EFES) (27 5121%, A3.2
THIRT % rdnus2gr D& D REWT 0 7T LANLETHD, ZITlE, 2070 rI 0%
TN T2 2 oR,

LIFix, BGM [E# 5 ¢ 27 b U ($BGMDIR/Tool) 12 B AE# Y =L 227 U 7 h
rdnus2gr_ens.sh OFIF:-ORET T OHEETH D -

7

# set belows

7

GRP=cl # user parameters on MRI-system
UID=syabu # ! also modify @account_no above
HOMEDIR=/home3/$ {GRP}/$ {UID} # (alias ; no need to modify)

WOMEDIR=/work/$ {GRP}/$ {UID}
SOMEDIR=/short/$ {GRP}/$ {UID}

BGMDIR=${HOMEDIR}/BGM  # BGM system dir.

TOOLDIR=$ {BGMDIR}/Tool # BGM tool dir.
WORKDIR=${SOMEDIR }/Rdnus2gr # work dir.
PGM=${TOOLDIR }/rdnus2gr # convert program

INITLIST=${BGMDIR }/initlist.txt # external configuration file

#  in which init.dates are listed

OUTDIR=$ {WORKDIR} # output directory
DATFILE=zuvtdo_ens # filename of output (GrADS) datafile
MSKFILE=${TOOLDIR }/mask200201.dat  # (topographical) mask data file

# (not used ,if fmask="nomask")
MEMBERS="00 01p 01m 02p 02m 03p 03m 04p 04m" # ensemble forecast members
#MEMBERS="00 01p 01m 02p 02m 03p 03m 04p 04m 05p 05m 06p 06m 07p 07m 08p 08m 09p
09m 10p 10m 11p 11m 12p 12m 13p 13m 14p 14m 15p 15m 16p 16m 17p 17m 18p 18m 19p 19m
20p 20m 21p 21m 22p 22m 23p 23m 24p 24m 25p 25m" # ensemble forecast members

DIRFCSTP=${WOMEDIR}/BGM/FCST/PTB_N  # NuSDaS forecast data (fcst_p.nus) dir.
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# namelist parameters
NAMGR="fhame="temp.dat' ,xdef=288 ,ydef=145 ,zdef=1 ,tdef=1"

NAMSK="fmask="nomask' ,lvls=23 ,vlvI='SURF','1000','925 ','850 ',"700 ','600 ','S00 ','400 ','300
''250','200','150','100",70 ''s0 ''30 20 ‘10 7 VS o322 op M

NAMVR="iznl=0 ,nvar=28 ,celm="PSEA ''Z A/ A/ A/ A/ A/
V’YZ l,lZ l,lZ l,lZ V,VZ V,UZ V’VZ V’VZ V’VZ V’VZ V"Z
Y’VZ V’VZ Y’VZ Y’VZ Y’IZ Y’IU Y’IV V’VT Y,YTTD I’IOMG

" ,clvl='SURF",'1000','925 ','850 ','700 ','600 ','S00 ','400 ','300 ','250 ','200 ','150 ','100 ","70 ','SO
30,20 )10 Y7 WS U3 Y2 U1 JALL'ALL'ALL'ALL'ALL"

#! idate is set in initdate loop

NAMDTO0="idate=YYYY,MM,DD,HH,0 ,nkt=0,ikt=0,816,6"

#! member is set in member loop

NAMNSO="typel="_SF1LLPP' ,type2='"FCSV' ,type3='STD1' ,member="MEMB""'
NAMGL="ig21=0"

#

ZORNE, 816 FFEI T# L72 9 A 38— FIHIET KUY 6 FffE] Z & o 2fiEmicBiT 5
THAEZ . HERE @ (PSEA/Z) . ER (U) . FEER (V). KGR (T). 123 (TTD).
BLXOSERE (OMG) IZHoWT, B LENT250TH %,

FPERMNC, 0D LY EO@account no=DATIZ, 44 O DR 5 % Fial
LCT#H<, WORKDIR (2%, 207 a7 T AHOEERT + V7 b U ZRET 5, INITLIST
E A24 X A25 THWE b D EFEEROF AT Y A M7 7 A T, ZHABEET 241
HOFY8T — & k% \ZZEH %, OUTDIR ([ZI3Z54 L7~ GtADS 7 —Z DT 4 L7 b
VEIRET D (Zof<TIiE, 17027 MUICEDOEEHTI) ., DATFILE (21X, EHT
— X DT 7 AN E 5 %D, MEMBERS (ZIX, THOT > TNV A U N—ZDY A N%&
5. %2 %, DIRFCSTP (21X, A25 O THEBR AT AN LT p-liT — X
(fest_p.nus) DFET D7 4 L7 b ZFRET 5, #namelist parameters --- LA N L, ZE#7 m
TITRMIHEZ DXL ARNOBRETHY, ZOHDERETHZLICL->T, BT 5
TGO TIMER - LNV REEFRET LI ENTE D, *—2 Y X FOFEMIZH
Wi A32 #2ENT0,

WMEKTH, 2O =L A7 Y7 K% llsubmit £179° 5 ($BGMDIR/Tool 7 4 L7 KU
<) :

$ llsubmit rdnus2gr_ens.sh
Ta Tl B TT5E, WM EAZ LT ${OUTDIR}/${DATFILE}. (Hf}) &WHAHID
GrADS T —X% 7 7 A VIS &b, 7, st d 5 GrADS E#K 7 7 A VITHBEVAER S
N2WDOT, JEHETHAULERDHD, (T—% 774 /VE, GrADS Ol 07 — % Bld
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JIE BV, FEAL. mEE. PREEZ A 8—  IZfE-> T 5,) SBGMDIR/Tool/zuvtdo_ens.ctl
F RO S LTz, FIH LD 1T =27 7 A MITKIET D GrADS £ 7 7 A /LT
HY ., TNEBEIZINT,
A3 BGM B#EY —/)L

ZIZTIEBGM 7 U U TR AT bW EBRICBEE L THWL Z LD TE D,
BRERH Y — L ZOWTIRN T D, ZNHDY —VDFETV VAT YT RN E%7 74
JUi%, BGM B> —/v7 ¢ L2~ U $BGMDIR/Tool IZHE STV 5,

A3.1 JE¥ER BGM BE) T —4F — B8 (¥ I—) BHT—FDOEH#R

A2.3 Tik~7z, By BGM YA 7 VOBRGRZIE & X —7 — % AR B8 T — 2 026
L CTHERT Y — T D", BHEITIV =V AZ VT N7 74 VL cpptb.nh-tr.sh
Thbd, TRARNZT 4 X TIOT 7 ANVERE, LLFOESZ M ERET D

#--- set belows

# user parameters on MRI-system
# (also edit #@account_no above)
GRP=cl

UER=syabu

HOMEDIR=/home3/$ {GRP}/$ {UER} # (alias ; no need to edit)
WOMEDIR=/work/$ {GRP}/$ {UER}

SOMEDIR=/short/$ {GRP}/${UER}

BGMDIR=${HOMEDIR}/BGM # BGM system dir.
WRKDIR=$ {SOMEDIR }/BGM/temp/ptbtro # working dir. !!! cleaned up at start !!!

DIRNH=${WOMEDIR }/BGM/Data/Ptbnh4/ptb12 # NH-Ptb. data directory (input)

DIRTR=$ {WOMEDIR }/BGM/Data/Ptbtro # TR-Ptb. data directory (output)
YYYY=2004 # date (year)

MM=01 # (month)

DD=06 # (day)

HH=12 # (hour)

#

AN, ZORIOFTIZH S @account no= DITOFREEF % T Dt AT 5, GRP, USR (X
MRI ¥ A7 LD —H—fE#H . HOMEDIR 75 BGMDIR (%, A2.2 £ T& Ak WRKDIR

105°— & E(RIZAE TP, NuSDaS FEHI (type3) DA% LW 5,
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IZiE, ZOT—ZEBROT-DDOEET + V7 WY B48ET D, DIRNH (21, EHacodb
ERIBE) T — 2 BFET D(ptb12)7 4 L7 U % DIRTR (Zi%, Z#% OBGHEE)T — & )3
E EN27 4 V7 MU &, ZRENEET D, YYYY, MM, DD, HH (X, Z#i7 —% DH
 (EEFE, H. B, UTC Kl Th o,

PREEFS T4, llsubmit 58479 % ($BGMDIR/Tool 7 4 L2 KU T)

$ llsubmit cpptb.nh-tr.sh
Ta 7T 5L, ${DIRTRY/ (HfF) /ptbtro cycll2nus &5 BAEHEELNT — & 2MERK
b, Z0 ${DIRTR} % A2.3 @ pre trosh @ PISTDIR= |[ZfET NI, Al BGM W
A 7NV TE D,

A3.2 NuSDaS — GrADS F—#E#¥a 7117/ Z A rdnus2gr

7’1 77 2 Rdnus2gr 1%, NuSDaS JE: 7T —# % GrADS JEx (4 34 FEH) 57— T
PS50 7T ATHDH, A2.6 TTTIZZDOF 175 L%FIH L= FH NuSDaS 7 — %
DEBOFEFERLIZN, 707 T AIHEZDF =LV A NEEFETDHZ LIk THX
P75 M - ) DFRENFREIZ /R > T D, UTF TR, ZOREHBIZOWTHIT %,

V=T 4 L7 NVIZH D, B =)V A7 U B rdnus2gr_ensl.sh [E, 9 A L/ N— T
D, 3OO THEM FT=0,24,48 (Fff]) T 500hPa =, 850hPa &k, Hi F&XUE, FB&
O 24 BB K B % . GrADS BT — X ICEHBT 561 TH D2, ZDOF—L4 Y A MgREH
FELLTFDO LS IZ7> TN D

# namelist parameters

NAMGR="fname="temp.dat' ,xdef=288 ,ydef=145 ,zdef=1 ,tdef=1"

NAMSK="fmask="nomask' ,Ivls=23 ,vlvI='SURF"','1000','925 ','850 ','700 ','600 ','500 ','400 ','300

''250',200','150',100','70 ''50 ''30 ''20 ''10 7S 3 2 1

NAMVR="iznl=0 ,nvar=4 ,celm='Z '"'T '"'PSEA  'RAIN ' ,clvI='500 ''850

''SURF','SURF""

#! idate is set in initdate loop

NAMDTO="idate=YYYY,MM,DD,HH,0 ,nkt=3,ikt=0,24,48"

#! member is set in member loop

NAMNSO="typel="_SF1LLPP' ,type2='"FCSV' ,type3='STD1' ,member="MEMB""'
NAMGL="ig21=0"

#

PIFR—AY 2 MEED LICHm 325,

U MOREOER T 0 77 2EFHATE 55X, TbHoEFALTI,

12 {55 A, FT=00 BEO/T 24 FEfEK BITR T E,

18 71 7'Z Ardnus2gr OIEMR O — 5 U A MELIE, L FOFHANEIZ NUMGRA, NUMMSK, NUMVAR
NAMIDT, NAMNUS XL NAMG2L, = Z Tidfbvic, ssd a8 =27 ) 7 ko=
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NAMGR : {1/79 % GrADS B \T —# 12T 51— A U R M
fhame : W17 —% 77 A N4
xdef, ydef : T — X OHPE, LK T4
(zdef, tdef : BUEEH SR — LU A b BRERE)
NAMSK : #tifE~ 2 7 123 2B
fmask: VA2 77 A N4 (‘nomaskx 52 5E, ~A7 77 A NVAEER) ls: <
AT T 7 AIVTHRE L TV AERE L~V
vivl 1 FERIE L~V OKJE [hPa]  (ZERE D 4 307)

MY AT T 7 ANVOFEMIONTIEZ 2 TIERHHEZER, ~A227 77 A7 L, Tff
HWZEEETR, EOHEETER—LY A MWIs & vVl 270 77 MNISZRT 5
DT, ZNHIFZOLIITHEEL TH Z &,

NAMVR : 7 L2 WP EER BT DR
nvar : (celm,clvl) DFLDOEL
celm : THEFESH
cvl ;. LULRJE
celm & clvl IT1F, (FEHRA, LULVRE) OFE% nvar (H5IFLT 5, 2 HIZiX A2.5 C
W L7 TR p-ti 7 7 A VOEFEL . K[EDOH NG EFEDUFA (6 LF
LAT) LLTHxDZE (WHE4), 7o, cVIFALL ' ERRETHI L HTX,
OIS T D (celm) 1E (NAMSK BED vivl D) £ LD\ TAEH S
o,
iznl : 7 — & OHWRFLEILIROFRE T T 7
(1 #ET D EHREHMETH T 5, 2DL &, ydef=1,)
NAMDTO : ZH#a7 — % OXIREFRHIZ OV TORE
idate : FIHIALT (AES. H. H, UTC RFA)
nkt : FSRRFH] O fEEK
ikt : XPGRE (WIIREZ] 25 D U — K & A Alhr])

ikt 121%, nkt ORI ZFIFET 5, £72, nkt=0 LIFETH L HTE, ZDOHAT

— ERFHEIAIG 2 & ORI TR E D AR, 21X, 216 KL E To 6 FFH Z & D4

TAE 2 ) L2 WAITIE, nkt=0, ikt=6,216,6 Litik T 52N TES, (T42bb
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PR T D 7 vo—t L & AT 50 YR EETE B B T A & DMK O @RS pHy IUE (i 75, AT, ok
N, ek GEID ASE, 2008)

Precise Spectrophotometric Measurement of Seawater pHr with an Automated Apparatus using a Flow Cell in a Closed
Circuit (Shu Saito, Masao Ishii, Takashi Midorikawa and Hisayuki Y. Inoue, 2008)
SR R E FH VAR BRAZE HE 0D 2006 42 [E R 3[R S26R A5 (F 1138 9%, ). Barwell-Clarke, S. Becker, M. Blum, Braga E.S.,
S. C. Coverly, E. Czobik, . Dahlléf, M. Dai, G O Donnell, C. Engelke, Gwo-Ching Gong, Gi-Hoon Hong, D. J. Hydes,
Ming-Ming Jin, % V5)A7E, R. Kerouel, 5% 7, M. Knockaert, N. Kress, K. A. Krogslund, AEAIEYG, S. Leterme,
Yarong Li, ¥§HEWK, =& %, T. Moutin, & [ 8 Z, KIEH, G Nausch, A. Nybakk, M. K. Ngirchechol, /N I1{%52,
J. van Ooijen, X MZ5F0, J. Pan, C. Payne, O. Pierre-Duplessix, M. Pujo-Pay, T. Raabe, 75—, EBsE—ER, C.
Schmidt, M. Schuett, T. M. Shammon, J. Sun, T. Tanhua, L. White, E.M.S. Woodward, P. Worsfold, P. Yeats, 5§ %%, A.
Youénou, Jia-Zhong Zhang, 2008)

2006 Inter-laboratory Comparison Study for Reference Material for Nutrients in Seawater (M. Aoyama, J. Barwell-Clarke,
S. Becker, M. Blum, Braga E. S., S. C. Coverly, E. Czobik, I. Dahll6f, M. H. Dai, G. O. Donnell, C. Engelke, G. C. Gong,
Gi-Hoon Hong, D. J. Hydes, M. M. Jin, H. Kasai, R. Kerouel, Y. Kiyomono, M. Knockaert, N. Kress, K. A. Krogslund, M.
Kumagali, S. Leterme, Yarong Li, S. Masuda, T. Miyao, T. Moutin, A. Murata, N. Nagai, G. Nausch, M. K. Ngirchechol, A.
Nybakk, H. Ogawa, J. van Ooijen, H. Ota, J. M. Pan, C. Payne, O. Pierre-Duplessix, M. Pujo-Pay, T. Raabe, K. Saito, K.
Sato, C. Schmidt, M. Schuett, T. M. Shammon, J. Sun, T. Tanhua, L. White, E.M.S. Woodward, P. Worsfold, P. Yeats, T.
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Yoshimura, A. Youénou, J. Z. Zhang, 2008)
KGHFFERTH HHEEE 7 /L (MRLCOM) 5 3 Jiffigat GLEFI 2, AT, A)I1—88, PRk, fifss, (s
B, 22 HERES, AR REATTEFHEERTZESS) | 2010)
Reference manual for the Meteorological Research Institute Community Ocean Model (MRL.COM) Version 3 (Hiroyuki
Tsujino, Tatsuo Motoi, Ichiro Ishikawa, Mikitoshi Hirabara, Hideyuki Nakano, Goro Yamanaka, Tamaki Yasuda, and
Hiroshi Ishizaki (Oceanographic Research Department), 2010)
SRATHIANE VAR AR #E D 2008 4 RS LR J2r sy (F1L3E T, Carol Anstey, Janet Barwell-Clarke, Frangois
Baurand, Susan Becker, Marguerite Blum, Stephen C. Coverly, Edward Czobik, Florence D’ amico, Ingela Dahll5f,
Minhan Dai, Judy Dobson, Magali Duval, Clemens Engelke, Gwo-Ching Gong, Olivier Grosso, “FILIfE5, i {84k,
A =, David J. Hydes, % V4 A3, Roger Kerouel, Marc Knockaert, Nurit Kress, Katherine A. Krogslund, AE#¥IEE,
Sophie C. Leterme, Claire Mahaffey, ), Pascal Morin, Thierry Moutin, Dominique Munaron, £ & 2, Giinther
Nausch, /)NI13# 5, Jan van Ooijen, Jianming Pan, Georges Paradis, Chris Payne, Olivier Pierre-Duplessix, Gary Prove,
Patrick Raimbault, Malcolm Rose, 7§, A BEZZ0H, 17 B, Cristopher Schmidt, Monika Schiitt, Theresa M.
Shammon, Solveig Olafsdottir, Jun Sun, Toste Tanhua, Sieglinde Weigelt-Krenz, Linda White, E. Malcolm. S. Woodward,
Paul Worsfold, %1%, Agnés Youénou, Jia-Zhong Zhang, 2010)
2008 Inter-laboratory Comparison Study of a Reference Material for Nutrients in Seawater (5 |L13E 5%, Carol Anstey, Janet
Barwell-Clarke, Frangois Baurand, Susan Becker, Marguerite Blum, Stephen C. Coverly, Edward Czobik, Florence D’
amico, Ingela Dahlléf, Minhan Dai, Judy Dobson, Magali Duval, Clemens Engelke, Gwo-Ching Gong, Olivier Grosso, -
(s, J gk, A MRE=, David J. Hydes, %5V4 /A7, Roger Kerouel, Marc Knockaert, Nurit Kress, Katherine A.
Krogslund, REZIEYE, Sophie C. Leterme, Claire Mahaffey, 3¢ ¥J, Pascal Morin, Thierry Moutin, Dominique Munaron,
A M B 2, Giinther Nausch, /N[5, Jan van Ooijen, Jianming Pan, Georges Paradis, Chris Payne, Olivier
Pierre-Duplessix, Gary Prove, Patrick Raimbault, Malcolm Rose, 75—, 7 BEZZ0H, 1= — B, Cristopher
Schmidt, Monika Schiitt, Theresa M. Shammon, Solveig Olafsdottir, Jun Sun, Toste Tanhua, Sieglinde Weigelt-Krenz,
Linda White, E. Malcolm. S. Woodward, Paul Worsfold, 75#1%%, Agnés Youénou, Jia-Zhong Zhang, 2010)
SRRNZ b 72 O TR BT O TE RS S DO MR K ONBEZKBREE - BEhEE O FRICBES 2078 (KIRE XA %6
ERMG KRR E - F#HH T AR A - R BRHTRE A - FKILHT [RGB - PR R B - I KSR A - R
FRE R BRI KGR - R UG KRG B - T ERITZERS, 2010)
Studies on formation process of line-shaped rainfall systems and predictability of rainfall intensity and moving speed
(Osaka District Meteorological Observatory, Hikone Local Meteorological Observatory, Kyoto Local Meteorological
Observatory, Nara Local Meteorological Observatory, Wakayama Local Meteorological Observatory, Kobe Marine
Observatory, Matsue Local Meteorological Observatory, Tottori Local Meteorological Observatory, Maizuru Marine
Observatory, Hiroshima Local Meteorological Observatory, Tokushima Local Meteorological Observatory AND Forecast
Research Department, 2010)
WWRP LAY By 7 2008 THRIEEFAFIERRFE T v = 7 b (BERRFRE, B, JREL, WdHL, RN, W
MR, AR, #ERE, 2010)
WWRP Beijing Olympics 2008 Forecast Demonstration/Research and Development Project (BOSFDP/RDP) (Kazuo Saito,
Masaru Kunii, Masahiro Hara, Hiromu Seko, Tabito Hara, Munehiko Yamaguchi, Takemasa Miyoshi and Wai-kin Wong,
2010)
BRI R OO RS EE 1) _ R OVIRE I - BEViEHaR O 58 AR HEfR R R OAFZE (MK LIRS, 2011)
Improvement in prediction accuracy for the Tokai earthquake and research of the preparation process of the Tonankai and
the Nankai earthquakes (Seismology and Volcanology Research Department, 2011)
LREGHRIEFTHIER v 2 7 BB T VE | i (MRIESM1) —E 7V Ostik— FrARMSE, SHBIE, HRIIEZE, H]A
Bk, I, PR, HTARE, AR, NI, PR, NI, BT, BN, R, e
4k, 2011)
Meteorological Research Institute-Earth System Model Version 1 (MRI-ESM1) — Model Description — (Seiji Yukimoto,
Hiromasa Yoshimura, Masahiro Hosaka, Tomonori Sakami, Hiroyuki Tsujino, Mikitoshi Hirabara, Taichu Y. Tanaka,
Makoto Deushi, Atsushi Obata, Hideyuki Nakano, Yukimasa Adachi, Eiki Shindo, Shoukichi Yabu, Tomoaki Ose and Akio
Kitoh, 2011)
W7 ¥ 7 MUl D K G SEE RIS EBRIL FAFZE Gk, B, MEE, Wbk, B, e, L,
JIER S, SmaE, KIGHAE, Nurjanna Joko Trilaksono, P45, HBIEH, Le Duc, Kieu Thi Xin, #{atf,
Krushna Chandra Gouda, 2011)
International Research for Prevention and Mitigation of Meteorological Disasters in Southeast Asia (Kazuo Saito, Tohru
Kuroda, Syugo Hayashi, Hiromu Seko, Masaru Kunii, Yoshinori Shoji, Mitsuru Ueno, Takuya Kawabata, Shigeo Yoden,
Shigenori Otsuka, Nurjanna Joko Trilaksono, Tieh-Yong Koh, Syunya Koseki, Le Duc, Kieu Thi Xin, Wai-Kin Wong and
Krushna Chandra Gouda, 2011)
RFEZ BT D REA—MEER “RILIRFE T T v 7 ZAMEFIE BAMZ, FHEF, AIEHD, #)11#, 2012)
A method for estimating the sea-air CO2 flux in the Pacific Ocean (Hiroyuki Sugimoto, Naotaka Hiraishi, Masao Ishii and
Takashi Midorikawa, 2012)
RFECRIT D KRR —MER R FE T 7 v 7 AHEEFIE FEH—5E, B, SBES, PR, R
W, APRHRE, A PEASE, AR, JER M, KRS, KRR, PIF5HE, 2012)
Development of a flask sampling and its high-precision measuring system for greenhouse gases observations using a cargo
aircraft C-130H (Kazuhiro Tsuboi, Hidekazu Matsueda, Yousuke Sawa, Yosuke Niwa Masamichi Nakamura, Daisuke
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Kuboike, Shohei Iwatsubo, Kazuyuki Saito Yoshikazu Hanamiya, Kentaro Tsuji, Hidehiro Ohmori, Hidehiro Nishi, 2012)
ERR R w L ETHMEEE W=7 v Y iige (a8 A, Weijun Li, Peter.R.Buseck, [ FHA1E, 3R
W, BINFE], BEARE T, WSSEE, FARKHE, =HTER BEM, KBE, MK, Ao, MAE, Pradeep
Khatri, I E, [AHFRE, RAws, IS, SRR, BILRP, Maith =, SIKres, mhaR, RE
i F, 2013)
International Symposium on Aerosol Studies Explored by Electron Microscopy (Yasuhito Igarashi, Weijun Li, Peter. R.
Buseck, Kikuo Okada, Daizhou Zhang, Kouji Adachi, Yuji Fujitani, Hikari Shimadera, Daisuke Goto, Chizu Mitsui,
Masashi Nojima, Naga Oshima, Hitoshi Matsui, Hiroshi Ishimoto, Atsushi Matsuki, Pradeep Khatri, Tomoki Nakayama,
Shohei Mukai, Kenji Ohishi, Norihito Mayama, Tetsuo Sakamoto, Hiroaki Naoe, Yuji Zaizen, Hiroki Shiozuru, Taichu Y.
Tanaka and Mizuo Kajino, 2013)

~ U IEE) O TE BHHTHR I O B & U ES < KITEENEHIE O @ I BT D F5E (U I LR SE R,
2013)
Development of Quantitative Detection Techniques of Magma Activity and Improvement of Evaluation of Volcanic
Activity Level (Seismology and Volcanology Research Department, MRI, 2013)
Rk 23 4 (2011 4F) HUARHIUS ASEEEMHLER IS K 2 E0k s O BUER A RS RS, alflE =, *IRILS, MHLE
B, AF—, BHY—7, 2013)
Reports on Field Surveys of Tsunami Heights from the 2011 off the Pacific Coast of Tohoku Earthquake (Yutaka Hayashi,
Kenji Maeda, Hiroaki Tsushima, Masami Okada, Kazuhiro Kimura and Kazuhiro Iwakiri, 2013)
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