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The nonhydrostatic model presented in this technical reﬁort has been developed by M.
Tkawa since 1980 and K. Saito since 1988. This model is intended for a research tool and for
providing useful information about the scheme to be adopted by a future operational model
which will be used in forecasting regional weather. As a research tool, this model has been
used for simulations of convective clouds (Ikawa et al., 1987; Ikawa, 1988) and mountain
waves (Ikawa and Nagasawa, 1989; Ikawa, 1990; Saito and Ikawa, 1991).

With the advent of computer facilities, nonhydrostatic models will replace hydrostatic
models in short-range weather forecasting for a limited area in the near future. There
have been many schemes used in nonhydrostatic models so far developed. In this model,
AE (anelastic), E-HI-VI (elastic-horizontally and vertically implicit) and E-HE-VI (elastic-
horizontally explicit-vertically implicit) shecmes are implemented, and these three schemes
are easily compared with each other under the same numerical environment. Therefore, this
model is regarded as an evaluation kit of these three schemes. Which is the best scheme
among the three still remains to be decided.

This model has to be improved or refined in many points. Further development of the
model will be beyond the power of one or two persons. It is hoped that the detailed descrip-
tion of the model and the manual for running the model presented in this technical report
will stimulate the cooperative efforts on the further development of this model or provide
some useful information for building up a new model.

The points to be revised or improved are as follows:

1. Dynamical framework:

a) Change of the finite discretization form of the 2-nd order to that of the 4-th order.

b) 1-way or 2-way nesting.

c) Change of the grid model to the spectral model by Tatsumi’s limited area spectral

method (a) is in contradiction to c))
d) Hybrid vertical coordinates (the lower part of the domain is £*, while the upper part
is z).
e) Radiation condition at the upper boundary (Klemp and Durran, 1983).
2. Physical process:

a) Refinement of cloud microphysical processes.

b) Refinement of the parameterizé,tion’of subgrid-scale turbulence and incorporation

of subgrid-scale condensation.

¢) Refinement of the parameterization of surface and air-surface interaction.
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d) Incorporation of short- and long-wave radiation. No radiation is incorporated in the
present model.
3. Others:

a) Optimization of the program code for the array processor (supercomputer).

b) - Debugs of the program code to make the model more reliable.

The organization of this report is as follows. In Chapter B, governing equations, param-
eterizations of physical processes and their finite discretization are presented. In Chapter
C, examples of 3-dimensional simulation are presentéd, including the model verification by
comparing 3-dimensional linear analytic solutions of nonhydrostatic mountain waves with
their numerical counterparts. In Chapters D and E, procedures for running the model and
plotting model results are presented. In Chapter B, some notes named ‘Program Guide’
(abbreviated as P.G.) are inserted in order to give useful comments on how field variables
are expressed and governing equations are computed in the program code. These notes and
Chapters D and E may be skipped by readers who intend to get general information on the
model and have no interest in running this model.

The two modellers, Ikawa and Saito, thank many persdné for helping them to develop
the model. Specifically, they thank Drs. M. Ajhara and M. Yoshizaki for useful comments
and discussions on the dynamical framework of the model. They thank Drs. T. Matsuo, M.

‘Murakami and Mr. H. Mizuno for critical and constructive comments and valuable sugges-
tions on parameterizations of cloud microphysical processes. Mr. Mizuno read through the
program, and pointed out some bugs. v

Chapter B except for B-10, C-3, and Chapters D and E were written by M. Ikawaf: B-10,

C-1, C-2 were written by K. Saito. ' '



"B. Model equations and finite discretization form




B-1. Governing equations
2-dimensional equations are considered for simplicity in sections B-1 ~ B-4.

B-1-1. Fundamental equations in Cartesian coordinates

a) State equation of moist air with hydrometeors

P =Pary + Ppo+ pct pr+pi+ps+pg
= pary(1+ Qu+ Qc+ Qr + Qi+ Qs + Qg), (1-1)

D = (pdry + po)R(1 + 0.61Qv)T, ' (1-2)

where pary, pv, Pcy Pr, Pi, Ps and py are the densities of dry air, water vapor, cloud
water, rain, cloud ice, snow and graupel, respectively; Qu, Qc, Qr, Qi, Qs and Qg are
mixing ratios of water vapor, cloud water, rain, cloud ice, snow and graupel, respectively;
R is the gas constant for dry air; T' is temperature (K). By approximation of pary + p» =
p(1 —Qc—Qr —Qi— Qs — Qg), Eq. (1-2) is rewritten as

p = pRTH
=pR(1 - Qc—Qr — Qi— Qs — Qg)T,
= pR(1 — Qc— Qr — Qi — Qs — Qg)(1 + 0.61Q)T, (1-3a)

or alternatively

Do p Ce/Cs
- ra , 1-3b
p Rem (pO) ( )

where

TmE(I_QC_QT_Qi"Qs"Qg)Tv;

T, = (1+0.61Q)T; (1-4)

‘ p\R/Cr
O=0"'T; 0,=07"'T,; Op=0"'T,; O= (p—) ;
0

p is pressure; © is potential temperature; C, is the specific heat of ‘dry air at constant

pressure; C, is the specific heat at constant volume; pg equa.ls 1000 hPa.
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b) Mass conservation
By neglecting the fall-out of Qr, Qs and Qg, p is governed by

dp ou Ow -
= . 1-5
pdt 0z ' Oz 0, (1-5a)

or

6p Opu ~Opw y
3t + E + 9. 0. » | (1—5b)

Here, o is a switching parameter; ¢ = 1 represents the exact equation, while ¢ = 0 represents

an approximate equation from which sound waves are excluded.

¢) Momentum equations

du dp . '
— = DIF. -
rt s u, (1-6)
dw 8 )
E + 7z + pg = DIF.w, v (1-7)

where DIF.f denotes the diffusion term for a field variable f.

d) Thermal equations

Qdt + C,DIF.Tdt = C,dT + pda = (C, + R)dT — adp = C,I1d0, (1-8)
o _ Q
E = CPH (1-9&)

dI' pdp _, dT Ou  Ow\
v T Ad ((% +5;) =Q + C,DIF.T, (1-9b)

where Q is the diabatic heating rate, C,IIDIF.0 = C,DIF.T and a = 1/p.

From (1-3b),
1 0p 9p La@m

oot ot e, o (1-102)
or
1 dp dp P 4O,
Cstdt dt O, dt '’ (1-10b)
where C’s is the sound wave speed Cs? = (C,/C,)RT.
‘From Egs. (1-10) and (1-5b),
o Op apu 8pw p 00, : -
Cstot oz T 0z "o, ot (1-112)
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or
o dp Ou’  Ow p dO,,
Co® dt f’(5; +$) =%, d (1-11b)
By use of Eq. (1-5) and ¢ = 1, momentum equations (1-6) and (1-7) are written in flux form
as follows: '
Opu  Op  Opuu  Bpwu
ot 9z ez o2 + DIF .4, (1-12)
dpw  Op Opuw  Bpww
5 +$+pg—— oz —“—6Z—+DIF.’LU. | | (1-13)
The equation for the scalar variable f (@, Qu, Qc, ..., Qg)
df o . » v
Py = pSRC.f + pDIF.f (1-14a)
is also written in flux form as
Opf _ Opuf Opwf
B = s~ 5, TPSRC.S+pDIF.f, (1-14b)

where SRC.f is the source term of f.
It is noted that the above equations include sound waves, and no approximation is made
for a dry case. The thermal equation (1-9b) in combination with Egs. (1-5), (1-6) and (1-7)

yields the equation of the total energy conservation such as

O(pE)  0(pEu)  0(pEw)  Opu  Opw
b S SE20 4 S S — (uDIF.u+ wDIFw) +(Q + C,DIF.T), (1-15)

where

1 :
E:g(u2+w2)+gz+CvT.

The above beautiful equation cannot be obtained from Eq. (1-9a). Aijhara and Okamura
(1985) adopted Eq. (1-9b) instead of Eq. (1-9a), and obtained the scheme of the flux form

which conserves the total energy E exactly.

B-1-2. Reference atmosphere and approximate equations
The reference basic state is assumed to be horizontally uniform and dependent only on
z and in hydrostatic balance. All field variables are expressed as the sum of the values of the

basic state ( ~ ) and perturbations ( ' ) from them as below:

p=p+pp=p+p;0=0+0";T=T+T, (1-16)
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P = pRT,, (1-17)
. — ,_ 7 R/Cp
Opn=1 T,; II= (—) , (1-18)
\Po ‘
AN
P = —= = 1-19
p= (Z)77, (1-19)
0P -
—32 = —pg. (1-20)
_ z
Note that the suffix “—” is different from the averaging operator in the horizontal, and

hereafter the subscript ‘ref’ is also used in the same meaning as the suffix “—”.

From Egs. (1-3b) and (1-16) and (1-19), an approximate relation is obtained as

7 —n/
1P PO
=L _Em 1-21
032 @m ( )
By use of Eqgs. (1-20) and (1-21), Eq. (1-13) is rewritten as

dpw ‘Bp’ gp' dpuw - Bpww  gpoO.,
i Tt ST A - __ IF. 1-22
ot 5z T Cs oz 5z T Om + DIFw, ( )

Eq. (1-11a) is rewritten as

o Op opu  dpw pd0.
£ ot W s RSP Y ik} 1-23
Cs? ot (8:1: 0z ) = 700t (1-23)

The reference atmosphere is required to be not only as close as possible to the model atmos-
phere but also as smooth as possible.

It is noted that Clark’s anelastic equations (1977) are obtained by formally setting o = 0
and p = p in Egs. (1-12), (1-14b), (1-22) and (1-23). ¢ = 1 includes acoustic modes, while
o = 0 filters out them. Hereafter, the governing equations which are formally obtained by
seéting p =P in Egs. (1-12), (1-14b), (1-22) and (1-23) and replacing p by p' in Eq. (1-12)
are used.

However, 0 = 1 and p = p yield errors in the advection term of flux form for a variable

f as shown below;

_of dpuf Opuwf

e 5, +—SRCf+pDIFf
. _0f 3f Opu  Jpw :

oz "o;
' — — error — ~ — —

PSRC.f + pDIF. .
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This error can be reduced so as to be practically free from numerical trouble for some cases
by damping sound wave modes as shown by Ikawa (1988). There are séveral other choices
to avoid the error. One is the use of the advection term in advective form. However, this has
some problems in making budget analysis. Another choice is the adjustment on the velocity
in order to satisfy the non-divergence of the wind proposed by Yoshizaki (1988). Another
choice is to predict time change of p by Eq. (1-5) exactly as Aihara and Okamura (1985)
did. But this is currently not yet implemented in E-HI-VI and E-HE-VI schemes (see B-3
and B-4).

The anelastic equations of Ogura and Phillips (1962) conserve the total energy (the
degenerated version of F). They are obtained by selecting the isentropic atmosphere as
the reference atmosphere in addition to setting ¢ = 0 and p = p. However, the isentropic

atmosphere differs from the standard atmosphere, and this might result in large error.

B-1-3. Governing equations in terrain following coordinates

Formulation of the schemes without any special description is the same as that of Clark
(1977). The pressure gradient force is expressed, not in terms of an Exner function but in
terms of pressure. The terrain following coordinate system is introduced such as

_H(z-2,)

&= (H-2,)’

(1-25)

where Z, is the surface height, and H is the constant height of the top of the model domain.
Applying the chain rule for the coordinate transform from (z, z) to (z,£), the following

relations are obtained for an arbitrary function ¢:

i} 7] 7]
Gl/z_ég_ — %(Gl/zﬁb) + _8_5_(G1/2G13¢) (1-263)
and ' '
09 09
VAT = 1-26b
¢ e T e (1-26b)
where
B ¢ 1 (¢ ) 02,
Gz ——=1-Z,/H; G = | > == (= -1) 22 (27
¢ o (ag/aZ)mzconst ! ZS/H’ ¢ (6az>z=const Gi/2 <H Oz ( )

The governing equations (Egs. (1-5b), (1-12), (1-14b), (1-22) and (1-23)) are written in
the (z,£) coordinate system as follows:

aU 8

9
— —(G*¥P) = —ADVU, 1-28
5 Tl Tl @ ) (1-28)

— 11 —
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oW 1 8P gP

w97 97 — ADVW 1-29
ot " G B¢ + gz ~BUOY -4 ’ (1-29)
8(G2p")y B 1 W 8, . '
Tov+—2 L 2 (GBU)=0 1-30
o taltanoee te @ =0 (1-30a)
or alternatively ‘ : /2
G2y 8 ow*
RS A A 7 = , 1-30b
7 ozt o =0 ' (1-30b)
where R ,
U=pG"u, W=pG""w, P=GY?, (1-31)
Uu OW*u .
=2 1-32
ADVU = —— + o (1-32)
WUw W*w
v v w 1-33
ADVW = —— + 5 (1-33)
. _ _ _ /a0
wW* = Gifz PG 2w 4+ PG 2@V = pGYw = pGl/zd—f, (1-34)
: 1/2-q! : :
BUOY = gG@_ﬂ. (1-35)

Here o is the switching parameter; 0 = 0 for anelastic equations, and ¢ = 1 for elastic
equations. '
The thermal equation is given as
09

Q

- . 1-
57 = ~ADVO+ ot DIF 9, (1-36)
1 (8Uf OW*6
= 1-
ADVY pal/z(am + 58 ) (1-37a)
=0 — Opins = 0(2) + 0" — Opias- ~ (1-37b)

Here, Oy;,; is a constant prescribed value which is independent of z and close to the vertically
averaged value of O(z).
Eq. (1-23) is rewritten as

g 9P @ 1 W 9, s
Cs? ot + axU+ G2 §¢ + ET; G”U) =oPFT, (1-38)

where

pG/2 96!,  18BUOY
O, Ot g ot :
Terms related to sound waves are isolated on the left side of Egs. (1-28), (1-30) and (1-38).

PFT = (1-39)

It is noted that the state variables of the reference atmosphere such as @ = O, and p =

pref is dependent only on 2 in the Cartesian coordinate system, but dependent not only on

— 19 —
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€ but also on z in the terrain following coordinate system. However, Cs%; = (Cp/Cy,)RT et
is assumed to be dependent only on ¢ for simplicity in the program.

The governing equations in the terrain following coordinate system have been’ derived
in two different ways by tensor analysis (Gal-Chen and Somerville, 1975; Pielke and Mar-
tin, 1981; Pielke, 1984) and chain rule (Clark, 1977; Carpenter, 1979; Durran and Klemp,
1983; Aihara and Okamura, 1985). The equations between the two differ slightly and are
believed to bring about little differences. A concise review is given by Ydshiza,ki (1988). The
equations derived by chain rule predict the velocity components in the Cartesian coordinate
system, while those derived by tensor analysis predict the components of the contravariant
vector of the velocity in the terrain following coordinate system. Momentum equations by
the two methods are the same in appearance (Wong and Hage, 1983; Pielke and Martin,
1981). However, the directions of the unit vector for the u-velocity component are different,
although the equations for the magnitude of u-velocity component are the same. The dif-
fusion terms are also different; but, usually, subgrid scale turbulence is parameterized with

large uncertainty. This difference is also considered to be insignificant.

B-1-4. Summary

In summary, Eqgs. (1-28), (1-29) (1-30) (1-36) and (1-38) are adopted as governing equa-
tions. The anelastic scheme implemented in the model (see B-2) uses o = 0 and p = 7.
Elastic schemes (both E-HI-VI and E-HE-VI) currently implemented in the model (see B-3
and 4) uses 0 =1 and p = 7 instead of explicit calculation of the prognostic equation
(1-30) for density p (Eq. (1-30) is treated just as a dummy equation, currently). This is ac-
companied by errors in advection term as shown by Eq. (1-24). However, no serious problems
have occurred as far as sound waves are damped enough (|div(pV)|/7 < 107%s~! seems to
be sufficient) (Tkawa, 1988). In the next sections, these schemes are described, with emphasis
on their pressure equations and solving methods. For elastic schemes, special attention is
paid to the time integration methods which effectively damp sound waves.

Which scheme is the best among AE, E-HI-VI and E-HE-VI, still remains unclear.
From limited numbers of simulations of large amplitude hydrostatic mountain waves in
a homogeneous atmosphere (horizontal velocity, U, and Brunt-Vaisila frequency, N, are
constant), it was found by Tkawa (1988) that the numerical results by those schemes are
almost the same and that the CPU time consumed by E-HE-VI is almost twice that by AE

or E-HI-VI. However, in the simulation of large-amplitude mountain waves of 2 or 4-layered
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atmosphers conducted by Ikawa and Nagasawa (1989), the E-HI-VI was found to succeed in
lénger computation without computational breakdown than AE for some cases: One purpose
of the model in which the three schemes are available in the same computational environment
is to compare the performance and efficiency of these three schemes, and to provide some

information for deciding the best scheme among the three.

— 14 —



B-2. AE (anelastic) scheme

B-2-1. Pressure equation for AE scheme

An AE scheme is obtained by setting o = 0 and p = P in equations in section B-1-3. In

this scheme, sound waves are filtered out.

For convenience, operators are introduced as

d(G™ A) 1 1\ oB

DIVR(A, B) = 36 + Gl/z - GI/Z a_é.i (2-1)
84 1 8B

DIVS(4,B) = — + Giz 38 (2-2)

and

A 9(G¥*4) 1 8B
DIVT(4,B) = g+ =55 + G

= DIVS(4, B) + DIVR(4, B), (2-3)

where the symbol ~ indicates a constant value independent of z and ¢£.
The pressure equation for the AE scheme is obtained from Egs. (1-28), (1-29) and (1-30)
by eliminating U**+! and W**! in DIVT(8U/3t, dW/dt) = 0 as

62P+ 1 32P+ 1 2(_9_ )
oz2 (G1/2)2 352 G1/2 o¢ C's2

0 oP 0
[ (5 o)

= —DIVT(ADVU, ADVW — BUOY) +

2
+ -2 (G**P)

pi 520¢

DIVT(Uit—l , Wit—l )
24t
=FP.AEINV. ‘ | (2-4)

Here, superscript ‘it’ denotes the value at the time step ‘it’. Theoretically, the term DIVT
(U*=1, W*=1) would be zero, and the above equation would guarantee DIVT(U#+! Wit+1)
= 0. However, in numerical simulation, the term becomes non-zero due fo round-off €rrors,
and this term may be considered as “sound wave”-like noises originated from numerical
round-off errors. The purpose of adding this term to the forcing term, FP.AE.INV, of the
pressure equation is to suppress the growth of these “sound wave”-like noises and make the
contimiity equation of AE be more completely fullfilled. |

" In the case where orography is included, G*/2 is dependent on z, and G3 is dependent
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on z and £. It is difficult to solve Eq. (2-4) by the direct method (e.g., dimension reduction
method: Ogura (1969), Tkawa (1981)) efficiently because of its non-separability. Eq. (2-4)

can be solved by an iterative application of the direct method as follows:

0*P; T o 1 0 /(37 ,
(G1/2)2 352 G1/2 ag Cs2
= FP.AE.INV + FP.AE.VAR(P;_,), (2-5)

where

aP; 18 37
. . i e 1 a¢ 2 P"
FP.AE.VAR(P;) DIVR( - (Gl/z 9€ Csz) )

8 1 1 0 g 1 0 3
L= — ; ——t | ==+ == | ). 2-6
DIVT((%G P, ([G1/28§+032 G’1/23§+C.92 (2-6)
The suffix ¢ denotes the i-th solution obtained from the i-th iterative procedure.

At the lower and upper boundaries, the following condition must be satisfied (see Eq.
(1-34)):

w
G1/2

zdé

o + GPU =5GP =W* =0. (2-7)

From Egs. (2-7), (1-28) and (1-29), the upper and lower boundary conditions for pressure
are as follows: '

1 8P
G172 8¢

oP

_I_ g .P— G1/2G13 (
oz

+ a% (G*P) + ADVU) +BUOY — ADVW. (2-8)

For these boundary conditions, an iterative procedure is also needed.

1 0P, 3

G ¢ T ggp [t = FPBAEVAR(P. 1) + FPB.ARINV, @9

'FPB.AE.VAR(P) = ( 1 9k _L?fi)' " (J; - L) P,

G2 8¢ G/ B¢ Cs? Cs?
‘ oP;, @
23 (Y4 YN8 5 -
G'2@ (6w+B§G P,), (2-10)
and.
FPB.AE.INV = BUOY — ADVW — G'/2G*3ADVU. (2-11)

The iterative application of the direct method to Egs. (2-5) and (2-9) is found to work well.

The method is described in detail in section B-6 (pressure equation solver). 3 or 4 iterations

— 16 —
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Fig. B-2-1 An example of a convergence of the iterative ap-
plication of the direct method to Egs. (2-5) and

(2-9) at a certain grid point for the example case

A ) in section 3 of Ikawa (1988). The mountan height

-5 is set to 2000m and AG = max(8Z,/8z) = 0.2,
: AH = max(Z,/H) = 0.14 (for the definition
of AG and AH, see B-3-2), where Zs(z) is a
mountain shape function and H is the height
6t of the model domain. The vertial axis denotes
logyg |Pi — Pg|/|Pg|. The horizontal axis repre-
sents ¢, the number of iterative applications of the

direct method. The first guess Pp is set to zero -
A ITR and Py denotes the solution obtained at the 9-th
1 4 7 iteration. (adapted from Ikawa, 1988)

are sufficient to give the well converged solution up to 6 significant digits as shown in Fig.
B-2-1.

B-2-2. Hydrostatic approximation of the anelastic nonhydrostatic model
This is given by Clark and Hall (1988). This hydrostatic version has not been imple-
mented in the model yet. In hydrostatic approximation, the momentum equation for w is

changed as
_1 9P 9P _
G2 9¢  Cs®

fork=1+1/2, 24+1/2...nz—1/2,

BUOY (2-12)

(for nz and the index k used in finite discretization form, see B-5).
The vertical velocity is diagnostically determined by use of Eq. (1-30b) with ¢ = 0. Eq. (2-
12) alone is not sufficient for the diagnostic equation for pressure. The horizontal equations

of motion are combined with the anelastic continuity equation (1-30b) with o = 0 to form

o*p o?
+

—La(Wﬂ'H-l _ W*it—l)
8z2  9zd¢

13py _ :
(G'P) = ~DIVS(ADVU, 0) + 3 5%

(2-13)

fork=2,3,...,nz—1.
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Summing Eq. (2-13) over the vertical column results in the following diagnostic column

pressure equation:

k
62 EAZ P, 0 —=zz ) —=zz
_(__Emz*k.kl + 5_:l_:[(c,"'_'lii_p )k:nz _ (G13P )k=1]
(Wn't»}-l - W*it_l)nz _ (W*it-}-l - W*it——l)l
2A¢

k
=— Y DIVS(ADVU, 0);Az + . (2-14)

For the definition of the space averaging operator —zz, see B-5-3. W* at the lower and upper
boundaries must be speciﬁed from outside:

The diagnostic pressure equations, (2-12) and (2-14) can be solved as follows: From Eq.
(2-12), Pe (k > 1) can be expressed as

Pr=aiP; +b,. for 1 <k=nz.

Substitution of thém into Eq. (2-14) results in the horizontal elliptic equation for P;.

In this system, no external gravity waves are allowed, if the upper boundary condition is
the rigid wall condition as is often used. On the other hand, the primitive (hydrostatic) equa-
tions currently used in many operational forecasting centers have the prognostic equation
for the surface pressure and allow the external gravity waves, because the free upper surface
is used instead of the rigid wall. The nesting of the hydrostatic version of the anelastic model

into the primitive model may have difficulty in this point.



B-3. E-HI-VI (elastic-horizontally implicit-
vertically implicit) scheme

In this scheme, sound waves are i.néluded, and the equations in B-1-3 with substitution
of o =1 and p = p are used. In the time integration, terms related to sound waves are

treated implicitly in both the horizontal and the vertical directions.

B-3-1. Formulation with ﬁt as unknown variables

~ Carpenter (1979) extended the non—orographic E-HI-VI of Tapp and White (1976) to
that wifh orography, having slightly different governing equations from the present E-HI-VL
In this section, three kinds of E-HI-VI are formulated, i.e., E-HI-VI-FI (full iteration, fully
implicit), E-HI-VI-PI (partial iteration, partially imblicit) and E-HI-VI-NI (no iteration,
partially implicit).

a) E-HI-VI-FI _
First, the E-HI-VI-FI is considered by handling all terms associated with sound waves

implicitly as follows:

6 —t a 13—t
o 9 - 3-1
8T + 5P +6£(G P') = —ADVU, (3-1)
1 8P gﬁ‘
8W + =73 o +5a = BUOY — ADVW, (3-2)
§,P + CsZDIVT(Ut,Wt) = Cs*PFT (3-3a)
a 1 oW st o -
JtP+ 32 T+ — G 66 (G U) PFT, (3-3b)
7t =-1_+_o¢ fit+1 + l__a fit—l, (3_4)
2 2
and
fit+1 _ fit——l
=4 7 _ 3-5
6tf 2At ? ( )

where fi indicates the value of f at the ‘i’ time step, « is a constant parameter for time

averaging and an operator DIVT is defined by Eq. (2-3).

— 19 —
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The upper and lower conditioné are the same as Eq. (2-7). In these equations, ?t, U
and W' are regarded as unknown xvrariables.v After some manipulation, the equation of Pis
obtained, which is similar to the pressure equation of AE. To solve the equation, an iterative
method must be needed. Then, E-HI-VI-FI (see section B-3-3) has no advantage in simplicity

of solving the elliptic equation over the AE scheme.

b) E-HI-VI-PI
Next, formulation of E-HI-VI-PI is made by handling the part of térms assoc1ated with

sound waves implicitly as follows:

8:U + aﬁ ADVU——(G”'P), (3-6)

1 9P G — i 8 1 8 ~

W+ i ar * ot b = BUOY — ADVW+(G1/252—G1/2-55>P

i 9 |
+ (032 Csz)P’ (3-7)
and
§:P + Cs*DIVS(T", W') = Cs*(PFT — DIVR(U, W)) (3-8a)
o _
1 9 T ow __ (1 1\ow 98 .

G P+ 55U TG g ~PFTH <G1/2 ——Gm) 56 ~ ¢ (G°0)- (3:8)

Here, operators DIVR and DIVS are defined by Egs. (2-1) and (2-2). From Egs. (2-7), (3-6)
and (3-7), boundary conditions are obtained as follows: ~

i 0P [] 17218 9t _
G2 5 + P +G*@ amP = FPBE. (3-9)

All terms on the righthand sides of Eqs. (3-6), (3-7), (3-8) and (3-9) are known. P',T and
W' are regarded as unknown variables, and the equation for P' is obtained, which is similar
to that of AE for the case of no-orography, except for the boundary conditions. However,
the boundary condition Eq. (3-9) requires iteration since G1/2G3 is dependent on both z
and ¢. |

— 920 —
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¢) E-HI-VLNI

To avoid iteration completely, a slight change in the boundary condition Eq. .(3-9) is
made as follows:

~ —t
1 9P g =t _ 1/2 130 : .
Givz 19? —— P =-G'*@ 32 P + FPBE. ‘ (3-10)

Cs?

The elliptic equation for P' obtained from E‘qs. (3-6), (3-7), (3-8) and (3-10) needs no
iteration. However, this boundary condition is not consistent with Egs. (2-7), (3-6), (3-7)
and (3-8) unless U at the lower boundary is always zero due to the non-slip condition at the
lower boundary, and imposes erroneous forcing at the boundary which is large for a steep

slope. This method will be called E-HI-VI-NI hereafter.

d). Discussion on the stability of E-HI-VI scheme

If the mountain is very high or steep, the terms associated with sound waves, which
are transferred to the righthand sides for convenience, become large in both E-HI-VI-PI
and E-HI-VI-NI. For E-HI-VI-NI, the boundary condition, Eq. (3-8), is not exact for the
free-slip lower boundary condition. Kurihara (1965) examined the instability of a partially
implicit method for a simple hyperbolic equation. The partially semi-impliéit method for
the primitive equations has experienced instability for the case in which the deviation from
the basic reference state is large (Simmons et al., 1978). The conjecture that E-HI-VI-PI
and E-HI-VI-NI are subject to instability should be checked in a linear stability analysis and
numerical experiments.

The linear stability analysis for sounid waves in a nonorographic E-HI-VI for the case
of & = 0 was given by Tapp and White (1976). That of E-HI-VI-PI for 0 < a < 1 with.
orography will be given in the next subsection B-3-2, where both acoustic and gravity wave
modes are taken into account simultaneously. The analysis for‘only the sound waves shows
that, in the case of orography incorporated, a = 0 causes an instability, and o > 0 becomes
necessary. However, for a very steep mountain, E-HI-VI-PI is found unstable, no matter
what value of a is chosen in the range 0 =a = 1. The analysis for both fast and slow modes
shows that a weak destabilization occurs even for the case which is shown to be stable by a
linear analysis taking into account only sound waves. However, Asselin’s (1972) time filter

works effectively to suppress this weak destabilization.

— 21 —
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B-3-2. A linear stability analysis of E-HI-VI-PI with orography
In order to conduct a linear analysis, we simplify the governing equations ((3-6)-(3-9))
of E-HI-VI-PI as follows:

gﬁmp+£ﬁ?+%§:>AH%§—AG§§i (310t
.U + % P'= —Um%g - AG% PX, (3-12)

5W + "g—t - NO" - AH%? - Um%%’-,‘ (3-13)
5:0" = —)\[W - Um%, (3-14)

0" =(0'/N)(95/0), (3-15)

where U, is the constant of the basic state wind velocity, N the Brunt-Viisila frequency
defined as N? = ¢(80/82)/0, AH = [1/(1 — Z,/H) — 1] a measure of mountain height,
AG = G'3 a measure of mountain steepness.

The grid structure is a staggered one, as in Clark (1977) (see section B-5). We substitute

the finite difference operators as follows:

K it = z,2sm(sz:v/2)’
oz Az ‘
d . .2sin(k,A¢/2)
0_5 —_— » z";z =1 A§ ) ; (3'16)
._,Xf .
3] b = ism(k,A{) cos(kz Ax) ,
ot AL )

where k. and k, are horizontal and vertical wave numbers respectively, and Ay and A¢ are

horizontal and vertical grid distances respectively, and i% = —1.

T Eq. (3-11) should be replaced by

1 8 — OW' N2 Uy 00" ow T
— P+t = -
ez eV T rl

Ikawa (1988) used Eq. (3-11) by mistake. The additional term is assumed to be related to slow modes in
the program, and this term is expected to bring about little difference in the qualitative conclusion of the
linear analysis made by Ikawa (1988). This expectation is supported by the recent linear analysis made by
Gohda and Kurihara (1991).
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The equations (3-11)-(3-14) are rewritten in matrix form as follows:

S#*! = (A +24tC)"1BS™ + (A + 24tC) " (A — 2AtD)S*! (3-17)
where
(Sit)t’r‘ — (Pz't’ Uit, Wit’ @Ilit) 3
1/Cs* 0 0 0
0 100
A= ,
0 010
0 00 1
0 —AGik,** —AHik,* 0
~AGik,**  —Upik,* 0 0 '
—AHik,* 0 —Uniks* N
0 0 ~N  —Upik,*
0 ik,* ik.,* 0
oo (1+a) ik,* 0 0 0
2 ik, 0 0o o’
0 0 0 0
D=(1-a)/(1+a)C,

where superscript " denotes the transposed matrix.

If we use Asselin’s time filter
S*it — Sit + V(Sit+l _ 2Sit + S*it—l)’ (3_19)
Eq. (3-17) is modified as follows:

[s““} { (A +24tC)'B (A +24¢C)" (A — 24tD) 1[S§%
gt | (1-2v)I+v(A+24tC)™'B V(I+(A+2AtC)‘1(A—2AtD))] [s*“—l]
(3-20)

The amplification factor is the eigenvalue of the (8 x 8) matrix in Eq. (3-20), and satisfies
the 8-th order algebraic equation. ,

For the case of N =0, U, =0 and v = 0 (i.e., only the acoustic mode is considered
without Asselin’s time filter), the characteristic equation is factorized into (A2 —1)? and the

4-th order algebraic equation with real number coefficients which are given as below:
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a, b, ¢, d, ¢, f) Amplification factor |X| of E-HI-VI. The horizontal- axis indicates « v.aryingv
from O to 1 with intervals of 0.05. The vertical axis indicates AG = 2AH varying from 0 to 1

with intervals of 0.05 unless speciﬁca,lly mentioned. The maximum amplification factor among

the cases of ky = 2m/Az(i/20) (from i = —20 to 20) and k., = 27/A¢(5/20) (from j = —20 to
20) is plotted. The contour line numbered by the integer n denotes |A| = 1-4n x 0.1 (the contour
interval An is 1). The area of |A| < 1.00009 is indicated by S. a) The case of N = Uy, = 0,
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v = 0; analytic solution. b) The case of N = U,,, =0, v = 0 and AG = 0; Vertical axis indicates
AH, varymg from 0 to 0.5; analytic solution. ¢) The same as a) but for At = 2 sec; analytic
solution. d) The case of N = 1072/s, Uy, = 4m/s and v = 0; numerical solution. e) The case of
N =10"2/s, Up, = 4m/s and v = 0.2; numerical sohition. f) The case of time averaging by Eq.
(3-22), N = U, =0, v = 0; numerical solution. The horizontal axis indicates 4 varying from 0
to 1 with intervals of 0.05. (adapted from lkawa, 1988)

[1+(1;a>zx

» ' 1 \ 1— *%\2 ' *\2 » '
+2[—1+( ‘;a) (—Eﬁ)x-r(AGk‘ ) ;’(AH’“‘ ) (CsZAt)z] A2

A+ (Cs24t) (1 + a) (ko k. AG + &, AH)N?

L, S
+(Cs24t)*(1 — a)(ko"k.** AG + k,** AH)A + 1 + (l—;—a> X =0, (3-21)

where X = (Cs2At)*(k.** + k,**). This equation can be solved analytically by Ferrari
method!. In case of AG = AH =0 (without orography), we see that the scheme is uncondi-
tionally stable; a > 0 gives damping of sound wave mode, and o = 0 gives neither »da.mping‘
nor amplification. - 4 '

Now, we examine the dependence of st:a.bility on a, AH and AG. Hereafter, para.me'tei:s
Ay, A¢, At, Cs, N and‘ U,, are 1200m, 200m, 12s, 340m/s, 0.01/s, 4m/s, respectively, which
are the same as were used in the experiments in section 3 of Ikawa (1988). If orography is
included, as shown in Fig. B-3-1a, a = 0 gives amplification, and o > 0‘ becomes necessary
for stable time integration. When the (AH = a, AG = 0) case (Fig. B-3-1b) is compared
with the (2AH = 0, AG = a) case (not shown here) or (2AH = a, AG = a) (Fig. B-3-1a)
with 0 = a = 1.0, the destabilized area of the case of (2AH = o, AG = 0) is small. So,
it might be said that the steepness (AG) destabilizes the éhcheme more than the height
(2AH) does. As shown in Fig. B-3-1c, this instabiﬁty is not suppressed much by a smaller
At, especially for AG > 0.5. » _

For the case of N # 0, Uy, # 0 and v # 0 (i.e., both the gravity wave and the acous-
tic modes are considered with Asselin’s time filter), the amplification factor is obtained

numerica,llny,Jr . The accuracy of this numerical procedure was checked against the analytical

THITAC mathematical subprogram library 2: subroutine ¥DNAQM is used.

TtHITAC mathematical subprogram library 2: subroutine ¥ZEFIM is used. First, the matrix is similarly
transformed in Hessenberg form. Next, eigenvalues of the Hessenberg matrix are solved by the modified LR
method with double precision calculation, where ‘L’ and ‘R’ denote lower and upper triangular matrices,
respectively.
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solution by Ferrari method for the case of N =0, U,, = 0 and v = 0. The difference between
the two was found to be below 2 x 1078. As shown in Fig. B-3-1d, the iﬁclusion of the slow
mode gives a small amplification (|A| = 1.001) even if o > 0 is used. However, as shown in
Fig. B-3-1e, an appropriate Asselin’s time filter can reduce the amplification factor below
|A] = 1.00009 which may cause no trouble in practice. It is noted that, for the case of a very
high or very steep mountain (2AH = AG =a, 1 Sa),n0 a(0 Sas1)orv(0 Svs1)
can reduce |\| below 1.01 (o > 1 degrades the accuracy, so is not considered here). AH
can be decreased by increasing the height of the model domain H. Therefore, in principle,
E-HI-VI-PI cannot be used for the case of a very steep mountain (AG Z 1). This imposes a
severe limitation on E-HI-VI-PI, as contrasted with E-HE-VI (see B-4-2).
A different time averaging from the present one Eq. (3-4) such as

-t 1+p

f 5 (fit+1 4+ fit—l) _ /lrfit (3_22)

was proposed by Simmons’ et al. (1978) in order to prevent the instability of a partially
semi-implicit method for primitive equations. However, as shown in Fig. B-3-1f, their time
averaging is not applicable to the present case. The time averaging is equivalent to the
present case of N = 0 and U,, = 0, if the parameters are set as follows:

a=0,

At —— (1 + p)At,

AH ikz* —— ikz" (AH —p)/(1+p)

AG ikz"* —— (AG k2™ —ip kz*)/(1 + p).
Therefore, the method can reduce AH, but not AG. The effective AG depends on (kz*, kz**)
and may have larger values than original ones for some (kz* , k2**). Usually, at both slopes
of an isolated mountain in the model, the sign of AG (steepness of a mountain) is opposite
to each other and the magnitude of AG is almost equal to each other. @ = 0 and a large

AG cause instability. This is the reason for the futility of the time averaging Eq. (3-22).

B-3-3. E-HI-VI-PI wifh A’P adopted as an unknown variable

In the pi‘ogram, AZP, AU and AW are adopted instead of P, U and W as unknown
variables in coding E-HI-VI schemes, following Tapp and White (1976). The operator A? is
defined for any predicted variable f as

A'f =2F —2f*, (3-23)
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=t l14a 1- . .
f — 5 f1t+1 + > a fzt—l — A2f/2 + fzt’ (3_24)
6tf _ fit+1 _ fit—l _ Azf (fit _ fit—l)
2At 2Ata" a' At
) 2 —t ) it— ‘ .
- Ata! (f -f " 1)’ . (3-25)
o' =1+a - (3-26)

Prognostic equations for U, W and P are given in terms of ?t, T and W as follows:

0 5t 0, 13

86U + 5. P’ = —ADVU — 2 (G1°P), (3-27)

i o7 g —t

W + —Gl/zahg—!--c—sfp

B 1 1 \oP 7 g
= BUOY - ADVW + (a/—i - W) _3? + (@ - @) P, (3-28)
and

§.P + Cs*DIVS(T',W') = Cs*(PFT — DIVT(U, W)) + Cs*DIVS(U,W).  (3-29)

Here, the operators DIVT and DIVS are defined by Egs. (2-3) and (2-2). The above equations

are rewritten in terms of A2P, AU and A?W as follows:

A'w 10 3 2 "

Ve ( GinsE T @) A’P = —2ADVW, (3-30)

v Wit _ Wit——l 1 8 g : it
ADVW" = ADVW —BUOY + —— 0 —+ { Giza e + g1 ) £ (3-31)

A’ 8,
Uit _ Uit—l apit 8 G13Pit
ADVU" = ADVU + { T ) e ( 5 ), (3-33)
AZP ‘ 2 2 11
—— 4 DIVS(A?U, A’'W) = —2ADVP", (3-34)
Cs2al' At ,
pit — Pit'—l. ~ 4

ADVP" = (W — Cs*(PFT — DIVT(U, W))) / Cs’. (3-35)

Helmholtz equation‘ for A%P is obtained by eliminating A*U and A’W in Eq. (3-34) by use
of Egs. (3-30) and (3-32) as follows:
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A’P ? ., T 01T 0, G\ .
= AP e+ oy | AP
Gty 02T T G g (G1/2 %t ee
1"
— FP.HIP.INV = —2 (__A]A)fo _ DIVS (ADVU", ADVW”)). (3-36)

It is noted that the forcing term for the pressure equation, FP.HIP.INV, includes no AP,
Therefore iteration is not needed from this part. Iteration is needed in order to incorporate
exactly the upper and lower boundary conditions.

The upper and lower boundéry conditions for E-HI-VI-PI are derived as follows. From
Eq. (2-7). |

agrx 1 42 13 A2 \
AW = 0= =z AW + GHAM. (3-37)

Eliminating A*U and AW from Eq. (3-37) by use of Egs. (3-30) and (3-32) yields

T 9 5 2p _ wrl! 1/2 13‘ "y  ~1/2 131 2 _
(———Gl/zgg+@)A P = —2(ADVW" + G'/2G*ADVU") - G'/2G" -~ A’P.  (3-38)

For the iteration procedure, the above equation is written as

T 8 3\,
——— 4+ ) A’ P, = FPB.HIP.INV + FPB.HIP.VAR (P;_;), 3-3
(G1/2 o+ 032> V+ | (Pi-1) (3-39)
FPB.HIP.INV = —2 (ADVW" + G}/2G* ADVU"), (3-40)
FPB.HIP.VAR (P;_;) = —G”?G”‘% A’P;_;. (3-41)

Here, suffix ¢ denotes the value at the i-th iteration. Eqs. (3-36) and (3-39) are solved by an

iterative application of the pressure equation solver mentioned in section B-6.

Program Guide ,
ADVU"”, ADVW" and ADVP" are set in sub. MODADV in mem.SFXCV. FP.HIP.INV

is set in sub.SPFORI in mem.SFXTPG1. FPB.HIP is set in sub.SFPBD and SPFCBD in
mem.SFXTPGI. S

B-3-4. Implicit treatment of gravity waves in addition to sound waves

Recently, Tanguay et al. (1990), Cullen (1990) and Gouda and Kurihara (1991) inde-
pendently proposed E-HI-VI schemes which treat implicitly not only sound waves but also
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gravity waves. In these schemes, a longer time step can be taken with little computational
overhead than an ordinary E-HI-VI sch'emé. However, these schemes artificially reduce fre-
quencies of gravity wave oscillations which may be of meteorological interest. Here, this
version of an E-HI-VI scheme is formulated, although it is not implemented at present.
Prognostic equations for U, W, P and 6’ = © — ©(z) are given in terms of ﬁt, Tw

and glt as follows:

—P =- o (Cad 42
86U + 52 P ADVU 9 (G*P), (3-42)

~ —t ~ =1t

1 8P 1 -t pGl/?9
5tW+@5—5§:—+agg<—C§ ———_é—
_ 1 1 \oP 1 pG1/2¢
= _9G1/2(p —p) — ADVW + (&TE - _Gl_/Z) o + 049 (@ P— 5 (3-43)
= 1/2\ Co/Cp _
p= L0 <p+P/G ) : (3-44a)
R@m Po

1 __9 90() (3-44b)
O(2)0z ;

120 NV Sw 1/2 ig N (W, (345
pG E—I—og—é—@(z)w = —pG'/*(ADVO - DIF.0 — Q/C, )+ag—g— (z)W, (3-45)
and

~ —t —t N? __,
&P +Cs® (DIVS(U,W)+%7W)

~ N2
= Cs*(PFT — DIVT (U, W)) + Cs? (DIVS (U,W) + %0y W) , (3-46)

pG'/? 90,,  pG'* 8¢ _ pG'/*(—ADVO + DIF.6 + Q/CpH)

PFT = 0, 0t @ ot 2]

o4 is a switching parameter; o, ——- 1 for implicit trea.tmént of gravity wé,%res; ag’ = 0 for
explicit treatment of gravity waves. The operators DIVT and DIVS are defined by Egs. (2-
1) and (2-2). It is noted that the exact bu‘dyancy term —g(p — p) is employed instead of the
approximated term by linearization around the basic state. Replacing 7 in Egs. (1-30)—(1-37)
by p given by Eq. (3-44) eliminates errors associated with the advection term shown in Eq.

(1-24).
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The above equations are rewritten in terms of AP, AU, A’W and A%’ as follows:

AW 1 8, 0,3 oagpGHEA%Y "
A—ta’—'+<Gl/26§+ng>A P—T_—zADW (3-47)
‘ _ W:t _ Wit—l 1 K] i
ADVW" = ADVW -+ gGl/z(p — p) + Ata + Qi 5—6" P*, (3-48)
2 4 ' ’
pG'/? jt 9,, % 0(2)A*W = —2ADVY" (3-49)
(84
: 13t 12t—1 .
"_ 1/2 _ _ Q 6" -6 . -50
ADVY" = pG (ADV@ DIF.® Coll + = ) (3-50)
A?.
i b_ AP = —2ADVU", (3-51)
" (Uit o Ui’t—l) aRit 3(G13Pit)
= . 3-52
ADVU” = ADVU + YT 5% T 3 ¢ (3-52)
A2P 2 2 2 "
AT + DIVS (AU, A*W) + 22 p A W = —2ADVP (3-53)
i e 4
‘ pit _ pit-1 -
ADVP" = (_AtF" — Cs*(PFT — DIVT (U, W)) / Cs? (3-54)
Eliminating A%¢’ from Egs. (3-47) and (3-49) yields
AA'w 1 9
ey ( er T Zfﬂ)Azp = —2ADVW"", (3-55)

where
A=1+0,(Atd") N2,
ogg9Ata’’ ADVE"
2]
The Helmholtz equation for AP is obtained by eliminating AU and A*W in Eq. (3-53)
by use of Egs. (3-51) and (3-55) as follows: /

AP ? L, 1 8 o,N2\—oaf 1T 8 0,3\ .2
——————(&anm)z—b?.d P—(G1/23—§+ gg )A G1/26§+Cg2 A“P

ADVW"" = ADVW" +

= FP.HIP.INV
ADVP” L a1 m
= _2<'/_\Ta7 DIVS (ADVU", 4~ ADVW™) — 2N 4 gADVW ) (3-56)
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It is noted that the forcing term for the pressure equation, FP.HIP.INV, includes no A%P.
Therefore iteration is not néeded from this part. Iteration is needed in order to incorporate
exactly the upper and lower boundary conditions.

In finite discretization form, A is a matrix. Unless W and 6’ are placed on the same
vertical level, the matrix 4 is not a diagonal matrix, and finite discretization of Eq. (3-56)
becomes complex due to the complexity of A, the inverse of A.

The upper and lower boundary conditions for E-HI-VI-PI are derived as follows. From

' Eq. (2-7),

1
G1/2
Eliminating AU and AW from Eq. (3-57) by use of Egs. (3-51) and (3-55) yields

A*W* =0= AW+ GgtBA'. (3-57)

16,5\ .,
(GI/ZEZJF@)AP

=2 (ADVW"" + AG2 G ADVU") — AG'/2G*® 33 AP, (3-58)
i

For the iteration procedure, the above equation is written as:

( G} 7 .(-% + %) A’P; = FPB.HIP.INV + FPB.HIP.VAR (P;_;) (3-59)
FPB.HIP.INV = —2(ADVW"" + AG'/2G**ADVU") (3-60)
'FPB.HIP.VAR(P;_;) = —ZGl/zG”% AP ;. (3-61)

Here, suffix i denotes the value at the i-th iteration. Eqgs. (3-56) and (3-58) are solved by an

iterative application of the pressure equation solver mentioned in section B-6.
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- B-4. E-HE-VI (elastic-horizontally explicit-
vertically implicit) scheme

In this scheme, sound waves are included, and the equations in B-1-3 with substitution of
o =1 and p = p are used. In the time integration, terms related to sound waves are treated
explicitly in the horizontal direction and implicitly in the vertical direction. In addition, a
time-splitting method is uded for economical computation. There are a variety of so called
“time splitting” methods. The time splitting technique used here is illustrated in Fig. B-4-1,
and is the same as is used by Durran and Klemp (1983) and Horibata (1986, 1987).

B-4-1. Formulation of E-HE-VI scheme with P  as unknown
The formulation is as follows:

0

67U + 5 P+ = (G“P) —ADVU, (4-1)
STW + — 'a—pT + 2" _ guoy - aDVW (4-2)
Gz a9t ' Cst ’ '
c G OTP+ 2T +G1/2 5 8§(G U"") = PFT, (4-3)
s 1 1—
7P LB prar (128 (4-4)
2 2
oy 1 1-
7 v +7 fr+AT + 24 F7 (4-5)
2 2
and..
_ fT+A‘,r - fT _ 2 z7 T

where 7 denotes a small time step.

Small time step infegration is made for terms related to sound waves on the left side of
Eqgs. (4-1)-(4-3), with the other terms fixed which are evaluated at the large time step, ¢. The
leap-frog method is used for the large time step integration. The upper and lower bound-
ary conditions are given by Eq. (2-7). From Egs. (4-1) through (4-6), the one-dimensional
Helmholtz-type elliptic equation for P’ is obtained as follows:

1 8P7" N 1 8 (_g__-——‘rﬁ) 3 1 2 \? 57
(G122 g2 " G172 o¢ \C's? (CsATE \1+ 6
= FP.HE.INV + FP.HE.VAR (7), (4-7)
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t-At t t+ At

n-m n-mtl.. .. N ntm ... nt2m

Fig. B-4-1 A schematic illustration of the time “splitting” method used here. A7 is the time interval of
the small time step integration. At is the time interval of the large time step integration. Ns =
2At/Ar = 2m is the number of small time step integration during one large leap-frog time
integration. (adapted from Ikawa, 1988)

2
FPHEINV=—-—— _PFT 4+ ——
A1+ 8) ETt G e (

2 au’" N aGuT"™” N 1 8w’
Ar(1+3) \ oz o¢ Gl/2 B¢

BUOY — ADVW) (4-8)

FP.HE.VAR(r) =

1 2 \?
- P, -
ey (75) )
The upper and lower boundary conditions are obtained from Egs. (2-7), (4-1) and (4-2) as:

1 9p" ngﬁ

G 5f + gy = FPBINV.HE + FPB.VARHE(r), (4-10)
FPB.INV.HE = ~ADVW + BUOY, (4-11)

. Ty Gl T+Ar
FPB.VAR.HE(r) = 2T Af grtar (4.12)

The one-dimensional elliptic equation is solved more easily than 2- or 3-dimensional elliptic
equations for AE and E-HI-VI schemes. ‘

A linear stability analysis for the small time step integration is given by Hbribata (1986,
1987) with v = 1, who emphasized the merit of using # = 1. That with y= 1 for a whole
time step integration is given in the next sﬁbsection B-4-2. The analysis shows that, even
if the small time step integration is stable, the whole time step integration becomes weakly
unstable. In order to prevent instability of the whole timé sfep integra,tion, v > 1 and

Asselin’s time filter work well. Using v > 1 effectively da,mﬁ)s sound waves with infinite or
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large vertical wavelengths.

B-4-2. A linear stability analysis of a whole time step integration of E-HE-VI
with orography
A linear stability analysis of the small time step integration only is given by Horibata
(1986, 1987) for v = 1. That for the whole time step integration and y= 1 is given as follows.
We simplify the governing equations (4-1), (4-2), (4-3) as below:

8 —r aW =N _
— = 4-13
—— 0TP + o T +( % (4-13)
7] 0 —xt U
2 praclpd-_py, ™2 414
61’U+6x.P+ G Unga (4-14)
—r3
6P ., oW
§1W + (14 AH)=gp— = NO" —Uns, (4-15)
}I 00"
- 4-1
670" = ~NW ~ Up . (4-16)
For the meaning of symblos @" AH and AG, see B-3-2. Eq. (4-13) should be replaced by
—x¢ 2 "
aW 0% _ N[, Un00"]
Bz % N bz

Ikéwa (1988) used Eq. (4-13) by mlstake. The additional term is related to slow modes in
the program, and this term is expected to bring about little difference in the qualitative
conclusion of the linear analysis made by Ikawa (1988) which will be shown below.

The large time step is at every m = At / At small time step, indicated as n—m, n, n+m,
n+ 2m (see Fig. B-4-1). The terms on the righthand side are evaluated by the values at the
large time step n, and kept constant during the small time stepkintegration from (n —m) to
(n+m). One small time step integration from (n —m) to (n —m 4 1) time step is expressed
in matrix form using the same symbols defined in subsection B-3-2 as below:

grmHl (A+4rC)” !BS™ + (A + ArC)"Y(A - ArD)S™ ™™ (4-17)
where ‘

"

Sn,tr —E(Pn, Un, Wn’ e} n)

1/Cs2 0 0 0

0 1 0 0
A=

0 01 0

0 0 0 1
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0 0 0 0
B |0 “Uniks® 0 0 1
= T -
0 0  —Unikt* N (4-18)
0 0 N —Upnik*
[0 LY iket + AGk) LB Fiks o
0 0 0 0 |
C= 148 = : (4-19)
I8 Hik,» 0 0 0
o 0 0 0
[ 0 LYtk + Ak 158 Fikt o
i(ka” + AGK,™) 0 0 0
D= ' :
128 Fik,» 0 00
i 0 0 0 0

H=1+AH=1/G".

First, we consider only the linear stability of the small time step of the acoustic mode
by setting B = 0. The amplification factor X is the eigenvalue of the (4 x 4) matrix (A +
ATC)(A — ATD). The characteristic equation for A is factorized into (A — 1)2 and the

following equation:

1479 9 2 1-p2 =5
Tk ) — EXH) X
+ [ 5 (k* + Gk.*™) (Coar)? +— ( )
1 * Tr\2 l_ﬂ 2 1_7 * Ao\ 2
_ - —= — (kg* + AGE, =9. 4-20
+(CSAT)2+(k H) ( 5 ) +— (k" + ) }( )

The necessary and sufficient condition for |A| < 1 is

Bz0, y21,
1 (k" + AGE,™)?  (k,"H)? , |
(CsAT)? = 4 Ty A (4-21)

Under this condition, a measure of the amplification factor is given as
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G+ OB (152) 4 L3 e + Ack?
1+ )2

oty + 7 (5

[A1he| = ) (4-22)

~ where A; and X, are the two roots of Eq. (4-20).
\ Neutral amplification for all k.*, k,** and k,* is given only by § = 0 and v = 1. When
B8 > 0 and v = 1, sound waves of k,* # 0 are damped, but sound waves of k,* = 0 are
not. In order to damp sound waves of k,* = 0, v > 1 becomes necessary. As pointed out by
Horibata (1987), inclusion of orograpﬁy requires> the time step interval At to be restrictive.
The condition of 3 > 0 relaxes the criterion of Ar for stability of the scheme in addition to
damping sound waves, but the condition of v > 1 requires a smaller Ar for stability of the
scheme than v = 1. |

Using the eigen-vector matrix of (A+ ArC)~!(A— A7D) which is obtained analytically,
we simplify the equation (4-17) as below. \

7™+ = FT™ 4 BT (4-23)
T =X"'5", F=X'(A+ArC)'BX
(A+ATC)"Y(A - ATD)X = XE (4-24)

X : (4 x 4) eigen-vector matrix;

E: (4 x 4) diagonal matrix with diagonal elements of eigen-values.

This transformation makes the numerical computation more accurate as well as making
clear the relation between the small and the large time step integration. A whole time step

integration from (n — m) to (n + m) is expressed as -
Tt = (I+ E+ .- + 2™ Y)Fr™ + E*™n ™, ' (4-25)

The linear stability analysis of the case F = 0 (sound wave modes only) is modified by F
and Ns = 2m in a large time step integration. If Asselin’s time filter is applied at every

large time step integration, the whole equation is given as below:

Trtm (I+ E+...1+ E2m—1)F ’ E2m ™™
= ,  (4-26)
T*" 1-20)I+v(I+E+---+ E™HF yI+E™)] [T ™
where
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1.0 0.0 0.5 g 1.0

Fig. B-4-2 a, b, ¢, d) Amplification factor |A| of E-HE-VL The horizontal axis indicates 3, varying from
- 0 to 1. The vartical axis indicates AG = 2AH varying from 0 to 1 with an interval of 0.05.
The maximum amplification factor among the cases of kz = 2r/Az(i/20) (from i = —20 to
20) and kz = 27r/A£(j/20) (from j = —20 to 20) is plotteci. The contour line numbered by n
denotes |[A| = 1 +n x 0.1 (the contour interval An is 1), except for ¢). The area of |A| > 1.8 is
indicated by U except for c); the area of |[A] < 1.00009 is indicated by S. a) The case of F =0
(N = Umn = 0) and (7, v) = (1, 0); analytic solution. b) The case of F' # 0 (N = 102/s,
Um = 4m/s) and (v, v) = (1, 0); numerical solution; the area of 1.01 < |A| < 1.1 is indicated by
Q. c) The case of F # 0 (N = 10~2/s, Up, = 4m/s) and (v, v) = (1, 0.2); numerical solution;
The contour line numbered by n denotes |A| = 1+ n x 0.001 (the contour interval An is 1). The
area of |A| > 1.008 is indicated by U; the area of 1.002 < |A| < 1.003 is indicated by Q. d) The
case of F # 0 (N = 10~2/s, Un, = 4m/s) and (v, v) = (1.1, 0.2); numerical solution. (adapted
from Tkawa, 1988)
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T =T" +y(T™™ - 2T" + T** ™).

The amplification fact@r is the eigenvalue of the (8 x 8) matrix in Eq. (4-26), and solved
numerically by the sarﬁe procedure mentioned in the subsection B-3-2.

Next, the dependence of stability on 3, 7, v, AH and AG is examined for the parameters
(Az, A¢, At, AT, Cs, N, U,,) = (1200m, 200m, 12s, 3s, 340m/s, 0.01/s, 4m/s), which are the
same as used in the experiments in section 3 of Tkawa (1988), unless specifically mentioned.
Fig. B-4-2a shows the amplification factor for the case of F = B = 0 (aéoustic mode dnly;
Un = Om/s and N = 0/s) with ¥y = 1 and v = 0, which is obtained analytically. The
unstable area at (0 <A< 0.2, 0.4 < 2AH = AG) is due to the violation of the stability
criterion Eq. (4-21) for Ar. This area can be removed by a smaller A7. An appropriate
choice of G reduces |A| below 1.00009, which would practicélly result in no instability. Fig.
B-4-2b shows the amplification factor for the case of F # 0 with v+ = 1 and v = 0, which
is obtained numerically. It is found that, even if a small time step integration is stable, a
whole time step integration becomes unstable, even though it is weak (1.006 = |A] = 1.007).
Fig. B-4-2¢ shows the amplification factor of the case of F # 0 with vy = 1 and v = 0.2. As
compared with Fig. B-4-2b, |}| becomes small, but the minimum || is above 1.003. This
remaining weak instability comes from sound waves with kz* = 0. Fig. B-4-2d shows the
a.mpliﬁca‘t’ion factor of the case of F # 0 with v = 1.1 and v = 0.2. An appropriate choice of
B reduces |A] below 1.0009. As shown by these figures, in order to be stable in a whole time
step integration, 8 > 0, v > 1 and Asselin’s time filter work well.
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B-5. Grid structure, variable grid and finite
discretization form |

B-5-1. Grid structure

The staggered grid shown in Fig. B-5-1 is adopted (see Clark, 1977). Prognostic variables
other than velocity components are located on the grid point indexed by integer (i, j, k).
Velocity components, U, V and W, are located on the grid points indexed by the half integer
(14+1/2, 7, k), (4, +1/2, k) and (¢, J, k+1/2), respectively. The density of the reference
atmosphere 7 is located on the grid point (i, j, k). G'/? and Z, are located on the grid
point (%, ), independent of k.

As shown in Figs. B-5-2 and B-5-3, boundaries of the model domain are located at (1 +
1/2, j, k) and (nz—1/2, j, k) for the y-z boundaries, at (i, 1+1/2, k) and (¢, ny—1/2, k)
for the z-z boundaries and at (i, j, 1+ 1/2) and (7, j, nz — 1/2) for the z-y boundaries.

On these boundary planes, velocity components normal to the planes are placed.

Program Guide : _

In the program, the array index (IX,JY,KZ) is used instead of the logical index, such
“as (i, j+1/2, k). Hereafter, the array index is expressed by the capital letters (IX,JY,KZ),
while the logical index is expressed by small letters, such as (i, j, k) or (i +1/2, j, k). In
Figs. B-5-2, B-5-3, B-5-4 and B-5-5, the array index is also shown. The dimension of the
array in program is (NX,NY,NZ) = (nx,ny,nz). ‘

® P,0,0y
2 n
X U
k+1/2
A
e AV
%
[P OOO— A X V,w
J+1/2
| J
k-1/2 T i-1/2
i-1/2 i it1/2 —_— X

Fig. B-5-1 Staggered grid.
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NYUP U P P U P ny
NY V v \ V. ny-1/2
u p U P . u P U P ny-1
v \'
Jy+1 Vigeir2.x j*l/2
JY U,P,Uiwysa, g, e J
JY Vils-1/2.% j—l/Z
3 v : v
20 P U P U , P U P 2
2 v i \Y 3/2
10U P U P 1
1 v v \ 1/2
1/2 1 .3/2 2 i-1/2 1 i+1/2 nx-1 nx
11 2 2 3 . oiiiiie X IX IX#L o> NX-1 NX NX

IXST=2 IXEN=NX-1

Fig. B-5-2 Horizontal plane (z-y cross section, k is integer) of the grid mesh and the domain boundary. The
logical index for P at the center of this figure is (¢, 7, k). The array index in the program code
is expressed by (IX, JY, KZ) for P; ; 1.

NZ W
NZ Uu P nz
W L nz-1/2
u p U P U nz-1
W W
Wisike1r2 k+1/2
U,P Usaasz, g, e k
Wl.d.k—-l/z k-=1/2
U 2
3/2
U 1
1/213/2 2 i i-1/2 1 i+1/2 nx-1 nx
1 1 2.2 3 ... IX IX IX+1 ------ > NX-1 NX NX

IXST=2 IXEN=NX-1

Fig. B-5-3 Vertical plane (z-z cross section, j is integer) of the grid mesh and the domain boundary. The
logical index for P at the center of this figure is (i, j, k). The array index in the program code
is expressed by (IX, JY, KZ) for P; ; 1 )

VAL
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B-5-2. Variable grid

Figure B-5-4 shows the variable grid structure in the z-direction. Two kinds of grid
intervals are defined. Az represents the grid interval between the two grid points (Z, j, k —
1/2) and (i, j, k+ 1/2); Az,_1/, represents the grid interval between the two grid points
(i, 3, k- 1) and (4, j, k). As shown in Fig. B-5-4, the following relation between grid

intervals Az and Az, exists:

AZk = 0.5(Azk_1/2 + A.Zk+1/2). ‘(5-1)

The horizontal plane indexed by £k = 1 + 1/2 is assumed to be the lower boundary. The
height of the grid point (¢, j, k+ 1/2) is given as

for k=1

2(k+1/2) =0, (5-2)
for k= 2

2(k+1/2) = zk: Az,

The height of the grid point (¢, 7, k) is given as

fork=1
z(k) = —Az141/2/2, (5-3)
for k=2
ke—1
Z(k) = Z Azm+1/2 - A21+1/2/2. (5-4)
m=1

The variable grid structure in the z- and y-directions is similar to that in the z-direction.

As shown in Fig. B-5-5, the following relations exist:

A:l;i = 0.5(A$B,'__1/2 + A:Bi+1/2), o ;(5-5)

Ay; = 0.5(Ay;_1/2 + AYjp1/2)- (5-6)

B-5-3. Finite discretization form on the variable staggered grid
Averaging operator —z in the z-direction is, for any variable F placed on the grid point

indexed by integer, defined by
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~ array index

* Alpnz-1,2 UpPper
boundary
Alpz—q-———=————=—-- P,®,QVpz—q-———-----—-=---- -
- Wnz-as2 Alnz-ars2
AZk+]_ _____________ P,@yQVk’b]_ _______________ -
A Wi+1rs2 Alywvisz
AZk ——————————————— P)@,ka _________________ -
—V. - Wik-1/2 Als—1,2
AZ);—],,_ ——————————— P,@,QVk-l, ———————————— =
ALg==————— - P,B,Quq-——————— - T‘
“ﬁT Wasrs2 Aza+i/2
AZS --------------- P,@sQVS _________________ .
_* Wz+1/_z Alzer/2
Azz _______________ P,@,QV2 _________________ .l
AZ1v1,2 z*=0

,-P"@)’Qvl

Fig. B-5-4 Variable grid structure in the z-direction.
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<o AXy-1s2 @ o> <mmmmoeo s AXie1s2  -mo><----- AXyeas2
“Pyoy mmmms Uy-i,2 ==--- Py--mmmmeme Uisssa —==-= Pressz=~-Usiase
AXy_y —m><momo-ooe- AXy-----—--- > AXyoq-==--- >
DX(i-1)---><-=mmmme DX(1)------- ><mmmmmme DX(i+1)---->
PN DX2(i-1/2)~-><-—===mm= DX2(1+1/2)----><-- DX2(i+3/2)
array index IX IX ‘ IX+1 IX+1 IX+2

Fig. B-5-5 Variable grid in the z-direction. Grid interval and grid indexing.

—= F; + F;
Fliviz = —2+—1’ (5-7)
and, for any variable U placed on the grid point indexed by half integer, by
—z A:L',' U,'_ A(U,‘_ Ui V
R P LSV s Vi k22 VY (5-8)

ZAZ!,'

Averaging operators in the y and z directions, —y and —z, are defined in the same way.

- Finite difference operator 9, (9y, 0, is defined in the same way) is defined by

; F,—F;_

| 0:Fli 12 = m’ (5-9a)
Uitz — Use

B,U]; = —TLE — T2 (5-9b)

A:L‘i

~ Using these operators, terms in governing equations are expressed in finite discretization
form as follows (see Clark (1977), p. 193 for more detail):
G and G (Eq. (1-27)) are

" (¢ 0z,

G131i+1/2,j,k+1/z eVl (E -1 oz (5-10a)
(¢ \oz,

GPijr1/a k412 = Qiz (—IEI_ - 1) By ~ (5-10b)
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Pressure gradient terms (Eqs. (1-28) and (1-29)) are expressed in discretized form as

PFX],‘_*_l/z’j’k - 81;P + az(Glsﬁmz), . (5-11)
gP
PFZ)j k12 = G /2 0P+ 5 (5-12)

The operators DIVT and DIVS (see Egs. (2-3) and (2-2)) are expressed in discretized form

as
DIVT(U,W)); ik = 0.U + 8, (GB3T" ) + 8,V + 0, (G23V ) e /2 . W, (5-13)
i :
DIVS(U,V,W))i jx = 8:U + 8,V + —— G171 0. (5-14)
Eq. (1-31) is expressed in discretized form as
Uliy1/2,5% = PGY/? u, Vlij+1/2,6 = PG v, (5-15)
Wl jke1y2 = PGUE w, Plijx = G'?p.
Egs. (1-32) and (1-33) are expressed in discretized form as
ADVU)ip1 2,50 = 0:(T %) + 8,(V°3Y) + 0,(W* @), (5-16)
ADVVijia/2 = O (ﬁ“’—”) +8,(V'Y) + 8.(W*'v*), (5-17)
ADVWI; ; rp1/2 = 0o(U @) + 8,(V'wY) + 0,(W* w*). (5-18)
Eq (1-34) is expressed in discretized form as
w* = ﬁGl/zw]i,j,k+l/2 G1/2 W +GBT +GBV" (5-19)
Egs. (1-35), (1-36) and (1-37) are expressed in discretized form as
Gl/z g ar
BUOY]; jxt1/2 = 9*—@—“, (5-20)
ADVE]; ;5 = G1 7 — 77 {02(U0") + 8y(VE’) + 02(W*0")}, (5-21)
PR, ;0 = — ———OB%?Y (5-22)

Program Guide (hereafter, abbreviated as P.G.)
PFX is computed by sub.CPFX where “sub” denotes subroutine.
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PFZ is computed by sub.CPFZ. ‘
Conversion from W (w) to OMW‘ = W™* (or w) is made by sub. WCVOMW.
Conversion from OMW = W* (or w) to W(w) is made by sub. OMWCVW.
" Conversion from U ( or V) to u(v) is made by sub.UCVDNU.
ADVU and ADVW are computed by CADVCS3.
- ADV@ or ADVF (F = Qu, Qc...) is computed by sub.CADVET.
DIVT is computed by sub.SFDIVT in mem.SFXTPGI1, where “men” denotes member
name in the FORTRAN source file.
DIVS is computed by sub.SFDIV in mem.SFXTPGi.
BUOY is computed by sub.CBUOY3 in mem.SFXTPGI.




B-6. Pressure equation solver on variable grid

Pressure equation is an elliptic equation (Helmholtz equation for E-HI-VI and Poisson
equation for AE) with Neumann type boundary conditions. The solving method of the
equation by a direct method (Dimension Reduction Method; e.g., Ogura (1969)) is presented
for a non-orographic case here.’ The elliptic equation to be solved is expressed as

BoP + 8yy P + d0,(d0,P + hP) + eP = F, (6-1)

L ,_§
G/’ Cs?’ (Csa'" At)?

Here, o is the switching parameter; o = 0 for AE scheme (Eq. (2-5)) and ¢ = 1 for E-HI-VI

d (6-2)
scheme (Eq. (3-36)). Hereafter, d = 1 is assumed for simplicity. h and e are assumed to be
dependent on z but independent of z and y.

Lateral boundary conditions are given as

0, P =Bz = —% — ADVTU, (6-3)
8,P = By = —‘;—‘: — ADVV. (6-4)
Upper and lower boundary conditions are given as
8 .
0.P +hP =Bz = ——;%,- — ADVW 4+ BUOY. (6-5)

B-6-1. The case of open (noncyclic) lateral boundary conditions
a) Finite discretized equation in matrix form

Finite discretization form of Eq. (6-1) on variable grid at (4, 7, k) is as follows:

Piy1,k _Pi,j,k< 1 L1 ) Pi_1,ik
Az;p104z; Az \ Az Az Az; Az gy

Pijt1e _Pi,j,k< 1 1 ) Pij1k

+
AyYiy1/24Y; Ay; \Ayir12  Ayiaye Ay; Ay; 12
1 1 Ri-1/2
— P
+ Az, (Azk_l/z 2 hirk=1
1 1 1 h — hg_
3 ( + Pkt —he 1/2> P
Az Azk—1/2 Azk+1/2 2
1 1 hiti/2
, P . P,
+ Are ( Arreirs t— igik+1 + ePijk
= Fiyjyk' (6-6)
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Finite discretization of boundary conditions Egs. (6-3)—(6-5) are

for2=jsny—land2=k=nz-1

Py e — Pk Poojt — Pro—1,jk
3] L Bm'l,',k , 37y 3]s — B:c‘ ik s 6-73
Azyii1/g 7 AZrp1)2 nak (6-7a)
for2<isSnr—land2=k=nz-1
Piar—Piig Pyt — Piny_1x
34y LT LA By.i,l,k Y, S L,ny B inuk 6-7b
Ayi11/2 R AYpy—1/2 Yiimy, (6-7b)

for2<i<nr—land2=<j<ny—1

P;inz+ Pijnz1
2

Pijnz _Pijnz—l
3y v Js hnz-—
Az * 1
P; ;0 — Pija
3 3J3 + hl 1 2
Azi+1/2 +/

= BZjijnz, (6-8)

Pij2+ Pij
232 »3,1 — Bz;i,j,l .
2 .
The element outside the lateral boundary P; ; is eliminated for the practical reason
that the same dimension for the matrix A (see Eq. (6-13)) is applicable to open and cyclic
“boundary cases as below: At the point (2, j, k)

Pk — Pijk Bz
Fo iq — B 32 3T =F . 11,7,
21J:k 2,]’"" + Az1+1/2Am2 2)]1k + sz
Pyix  Pyix Pyix Pk ( 1 1 )
Azy124zy Az Azyy)s Azyi1/3Azy  Azy \Azypis ATy
Py jk
A(L’z AZ1+1/2 ’

For other points next to the lateral boundary such as (nz—1, j, k) (¢, 2, k) and (¢, ny—1, k),
the equations are changed in the same manner.

The above equations are written in matrix form as follows:
[I@ Y'A+Y5' BRI &+ ridl i1 + (sk+ ) +tedl o1 =P, (6-9)
for2 < k=nz-1.

Here r, sx and ¢y are given by Egs. (6-27)—(6-29) and

H”ktr = (H,Z,ktr; H’3’ktr; ......... H,ny_l,ktr), (6-103.)
H,j,ktr = (Pz,j,k; P3,j,k§ ......... Pnz—l,j,k), (6-10b)

B = (Bapt Bagtts ceinnnn. B nyo1i'), (6-11a)
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Superscript " denotes the transposed matrix.

1
Azayy/a?
—1 1

Azzir/2’ Azayiys

tr — . .
Q,j’k T = (Fz,j,k, F3,j,k, ......... an—l,j,k)- (6-11b)
A(L’z 0 0 O
0 A(Bg 0.
0 0 A$4
Y = (6-12)
0
L O 0 Azpz_1
=1 @ 0
Azap1/2’ ) 0
1 R P 0 0
Azgiy/a’ Azzyyye’ ’
_ 1 1 1 o 1 0 0
Az;y1/2” Aziy1/2 Az 3727 Az;pz/2? ; .
0 1 1 1 1
’ Az 572’ Az,._5/2 Azn,_3/27 ATne_3/2
0 =1 R S
’ Az,,_3/2° Azp,_3/2
(6-13)

The matrices, Yg and B, which are associated with finite discretization operators in the

y direction, are defined in a similar way to Y4 and A which are associated with finite

discretization operators in the z direction. The symbol ® indicates the tensor product op-

eration, i.e., for the (m,m) matrix M and (n,n) matrix N,

M®N=

m1,1N ml,zN

mz,lN mz,gN

Upper and lower boundary conditions are expressed as

—0zI1  klk=141/2 — h1+1/2ﬁik]k=1+1/2 =1

BZH”k] k=nz—1/2 + hnz—l/Z‘ﬁik]k:nz—l/iz - éb,,nz,

fml,mN-
', (mn, mn) matrix. (6-14)
.mm,mN_
(6-15a)
(6-15b)
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where )
By, 1" = [455,2,1%’; 451;,3,1";7 ------ By ny—1,1"] | (6-15¢)
Bp1°" = [-Bza,j1; —Bzaja; -..... - BZ,nzfl,j,ll (6-15d)
By, nz" :‘[Qb,z,nztr; T B Bony—1,nz | (6-15e)
Py jnz" = [B22jnes BZ3jnz +onne. B2 ng—1,jnz]- (6-15f)

b) Eigenvector and eigenvalue matrixes
In order to solve Egs. (6-9) and (6-15) for a variable grid mesh, the generalized eigen-

vectors for the matrix Y, 1A and Yz~ !B are used. They are defined as follows:
AP =Y, 4PA(A), BQ=Y5QA(B): (6-16a)

P and Q: generalized eigen-vector matrixes normalized as

P"Y,P=TIand Q"YsQ=1I (note P'=P"Y,and Q' =Q"Y5)

A(A) and A(B): generalized eigenvalue matrixes for A and B with only diagonal ele-
ments.

Pis obtained by a standard procedure, say, Jacobi method, because A is a symmetric matrix

and Y, is a positive definite symmetric matrix and written as Y4 = L*"L for a certain non-

singular matrix L. For the symmetric matrix A* = L™' A(Lf")~1, the eigen-vector matrix

P* can be obtained by a standard procedure as
A*P* = P*A(A%),

where A (A") is the eigen-value matrix of A*.

P is calculated from P* as

P=(L")p*. (6-16b)

Note the following relations:
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P* = L"P; AP = LL"PA(A*);

LYA(L™)7IL"P = L PA; A(A) = A(AY).

(6-16¢)

For a uniform grid mesh, Y, ' A is equivalent to the (n, — 2, n, — 2) matrix Au

1

0

-1

-1
2
-1

-1
2

-1

0

The eigenvector matrix Pu and eigenvalue matrix 4 (Au) for Au are

Py =

A(Au)

3l

L

0

cos 22 (1 - 1)

cos ML) (1 _ 1) ]

cos L—LMA}I = (m— 1)

cos iM—;Il)i

(- 1)

0

—4sin? (

(6-17a)

(6-17b)

(6-17c)

where M = n, — 2, k is the integer ranging from 0 to M — 1 and m is the integer ranging

from 1 to M.

¢) Derivation of dimension-reduced equations

By operating Q' ® P! from left side on Egs. (6-9) and (6-15) (forward transformation;
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‘analogue to taking the Fourier transform of P in Eq. (6-1)), the following equations are

obtained:

QP IR Y A+ Y5 BRI 1+ Q@ P (ridl s + skIT g + txIT k1)
=Q'eP IO YA+ YFBRI|(QeP)Q '@ P I,
+ Q' @ P N (ri Il g1 + kT g + eIl k1)
=[Q'QeP 'Y 'AP+ Q'Y BQP 'P|Q '@ P ',
+ Q7' QP (ridl oy + sell o + tidT k1)
=[IeA(A)+A(B)RIQ ' ®P'IT ,
+(reQ QP T 41+ 5, QP TIT  +1: QTN @ PTUT 4 y)

=QleP s, (6-18)
Upper and lower boundaryb conditions are

—02Q7 @ P T Jmiy1ys — 0511 p(Q PO PTI s + QTN @ PTUIT )
=Q'eP ', ,

azQ_l ® P-IH]kznz + 0-5hnz—1/2(Q-1 ® P_IH,,nz—l + Q_l ® P_III,,nz)
=Q QP Py s . (6-19)

Define the vectors with (nz — 2) X (ny — 2) elements as

S =Q P, (6-20)

Ry=QloPd,. (6-21)

Let the [(nz — 2) (j — 1) + i]-th elements of S ; and R, be expressed as S; ;x and R,

respectively, and introduce vectors S; ;,; and R;;,; as

S35 = (8415 iy ooeees Sijne)s (6-22)

R; ;" =(Rij1; Rijas -v---- Ri jnz)- (6-23)
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Here, the dimension-reduced equations for Egs. (6-9) and (6-5) (analogue to the vertical

structure equation of (6-1)) are given as below:

Ci,i 85,5 = Rij,

for 1<i<nz—-2 and 1<j<ny-—2,

bi, b, 0
t, 52 + ez + Ai(4) + A;(B), g
C,', = )
/ 0 tr, St + e + )\i(A) + /\j(B), Tk,
| 0 0 bnz—h
b = r h1+1/2, by = — I hiyap
Aziy1/s 2 Aziy1)2 2
te = — 1 1 heap
AZk Azk_l/z 2 :
1 1 1 Piyi/a — Br—1/2
S = ’ + —
T Az (Azk—1/2 Azgyiyz 2 )
_ 1 1 hry1/2
= Az, (Azk+1/2 T
1 h z— hnz—
bnz—l = _A + i 1/2, bnz = 1 1/2 .
Znz_1/2 2 Azn,_1/2 2

(6-24)

0

bnz_‘
(6-25)

(6-26)
(6-27)
(6-28)
(6-29)

(6-30)

Ai(A) and \;(B) are the i-th and j-th diagonal elements of eigenvalue matrixes 4 (A) and

A (B), respectively.

d) Solving method of dimension-reduced equations and backward transformation

The matrix C;; is a tridiagonal (nz, nz) matrix, and Eq. (6-24) can be solved easily,

say, by Gaussian elimination method, unless C; ; is singular.

C;,; becomes singular with rank of (nz — 1) if e = 0 and X;,(A) = 0 and \;,(B) = 0,

i.e., for the case of Poisson equation and for the horizontally uniform mode (i = ¢, and

J = jo)- This corresponds to the non—uniquenesé of the solution of the Poisson equation with
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Neumann boundary condition. In this case, the constraint of

Siojosnz—1 + Siosjonz =0 | (6'31)
is imposed, and the solution is uniquely obtained.
Once S; ;,; for all ¢ and j is obtained, II  is calculated (backward transformation) as

II . =QQ®PS ;. (for all k). (6-32)

P; j outside the domain (i = 1 or nz; j = 1 or ny) are determined from Egs. (6-7) and
(6-8). :
The alternative method of solving Eq. (6-24) using the eigen vector matrix U for a

singular C is given as below.

CU = UA(C); (6-33)
Ut CUU‘lsi,,-, = A (C) U_IS,',]', ;= U_lRi’j, ; (6-34)
Siivi=UA™ % (C) U Ry, © (6-35)

where A7 % (C) is the quasi-inverse of A (C) defined by

To o 0
0 1/A
1/X2
A % (C) = (6-36)
1/
0 | 1/ A

with the eigen value A; = 0. This method is not yet implemented.

B;6-2. The solvability condition and the constraint of mass co‘nservation

The matrix C (Eq. (6-25)) becomes singular with rank of (nz — 1)ife=0, )Q(A) =0
and A;(B) = 0, i.e., for the case of Poisson equation (AE scheme) and for the hofizontally
uniform modes. Here, the singular case (e = 0 case; AE scheme) is considered in detail. Let
i =1and j = 1 denote the uniform horizontal mode of X\;(A) = 0 and A;(B) = 0. For
simplicity, no mountain is included. For a singular matrix C, there exists d nuﬂifying vector
Z such as | | B

zZvrC =0, e (6-37)
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where 0 is the row vector with all elements being zero.

As a result, the following must be satisfied:
Z"CSl,l, 1= 0 = ZtrRl,l,; - ) (6-38)
Z" = (1, A.Zg, AZ3, ...... Aznz_l, 1) (6-39)

Unless Z*"R; 1,; = 0, Eq. (6-24) is ill-posed, and insolvable. Solvability condition, Z*" Ry 1,;=
0, is related to the mass conservation as delineated below. v
Horizontally uniform modes correspod to horizontally averaged modes. Taking horizontal

average of Eq. (6-1) yields

/ f (050 P + Byy P + 8.2 P + 8,hP] dady
= / f [-8,ADVU — 8,ADVV — 8,(ADVW — BUOY)] dedy (6-40)

By use of lateral boundary conditions Eqgs. (6-3) and (6-4), it is rewritten as below.

_ 0U°ut 6U‘in 6I/I)Illt 61/;11
//[321P+3th]dzdy—/[ 5t py ] dy+/[ T ot } dz

8, / / [ADVW — BUOY] dedy). (6-41)

Note that the lefthand side of Eq. (6-41) corresponds to CS;; ; the the righthand side
corresponds to Ry 1,;. Roughly speaking, operation of the vector Z from the left side on Eq.
(6-24) corresponds to taking the vertical integration of the above relation, considering upper

and lower boundary conditions Eq. (6-5). This yields

anut 6Um aV<.)ut av:n _
/(/[ T 8t]dy+/[ % at‘]dz)dz—o. (6-42)

This is the constraint of the mass conservation over the entire domain. In section B-7,

the adjustment to satisfy this constraint on the time derivative of U and V on the lateral
boundary will be shown. This adjustment is found to be necessary for stable run of the

numerical model using both AE and E-HI-VI schemes.
‘B-6-3. The case of cyclic lateral boundary conditions

The equation is almost similar to that of the noncyclic case except that the matrix A

(or B) is changed as
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-1
0, Azypa/2
0, 0
0, 0

1 1

A=
1 1 -1 "
Azy 12 + Azzy172? Azayggs’? 0, 0, ce
-1 1,1 1
Azayy2? Azayyss Azzii/2? Azgyyys’
0 _ 1 1 + 1 _ 1
? Az;y172? ATy Az; 13727  Azipgya’

-1~ : —1

i Azyiy/2° 0, to 0, AZopyg/2’

Note that Azy 1/ = AZ,,_1/2 for the cyclic case.

Azna-—3/2 + A"-‘nz—1/2

(6-43)

The solving method of the pressure equation for the case of uniform grid and the cyclic

boundary conditions is described in detail in Tkawa (1981).
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B-7. Lateral boundary conditions

The model can handle four kinds of lateral boundary conditions as below:
Open in the z-direction and wall in the y-direction.
Open in both z- and y-directions.

Open in the z-direction and cyclic in the y-direction.

N

Cyclic in both z- and y-directions.

B-7-1. Cyclic boundary conditions
For all field varibles, F,

Fijr=Fro-1jk; Frejr=F2jr; for all j and &
Fz‘,l,k = Fi,ny-—l,k; Fi,ny,k = Fi,z,k; for all 7 and &

are imposed.

B-7-2. Open boundary conditions
a) For O, Qu, Qc... and velodty componénts non-normal to the boundary plane

The boundary is divided into two cases, i.e., inflow and outflow boundaries. The inflow
boundary is the boundary where the velocity normal to the boundary plane is directed into
the model domain. The outflow boundary is the boundary where the velocity normal to the
boundary plane is directéd out of the model domain. Let us consider the one dimensional
case shown in Fig. B-7-1. In the case of U > 0, the inflow boundary is the left boundary
(¢ = 3/2) and the outflow boundary is the right boundary (¢ = nz —1/2).

F, U F U F... U F U PR
outside- | inner domain | outside
index 1 3/2 2 nx-1 nx-1/2 nx
b b+l b+2

Fig. B-7-1 Grid index used in B-7-2 a).
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a-1) At the inflow boundary
'Bounda,ry values Fj are specified as below.
Fy'*1 = pFext 4 (1 — p)Fyit1 (7-1)
Fb': ' the value just outside the boundary

Fext: external value Speciﬁed from outside

a-2) At the outflow boundéry

If the left boundary (¢ = 3/2) is the outflow boundary, boundary values are extrapolated

from the values of the inner domain as below:

R =2F, - RS | - (12)

For the right boundary case, boundary values are extrapolated in a similar way.

b) Velocity components normal to the boundary plane »

For simplicity, the one-dimensional case shown in Fig. :B—7-2 is considered. First, the
phase speed, Cp, of waves at the boundary is estimated. Next, 1t is determined whéther
waves are outgoing or.incoming from the sign-of the phase speed. For the outgoing case, a

radiation condition is applied.

b-1) At the left boundary (at i = JS)
. The basic equation adopted by Orlanski (1976) is .

U*(JS) -U**(JS) _Cp [U“(Js) +U*2(JS

—U* YIS 1],~ 7-3
24t Az 2 - ¢ (7§ +1) (7-3)

where Cp is the phase velocity of waves radié,ting into outer region. C’j) is estimated as
follows: First Cp(it — 1) is calculated from values at Iit, it —1 and it — 2 on the inside grid

points as

U U U U u u
outside | inner domain | outside

index JS§ JS+#1 JS+2 ......o... IM-2 -1 M

Fig. B-7-2 Grid index used in B-7-2 b).
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Cplit — 1) = Az [U#(TS +1) - U*2(JS +1)] (7-4)
p(it—1) = At [U#(JS + 1)+ U#2(JS + 1) — 2U*"1(JS + 2)]
Next, Cp(it — 1) is modified as \
. ~ Az .
Cp * (it) = MIN (0, MAX <_E’ Cp(it — 1))) . (7-5)
This Cp * (it) is an estimator of C. Substitution of C by Cp * (t) in Eq. (7-3) yields
; ; 24 NUHY(TS) = UH(JIS +1
U*H(JS) = U 1(JS) + =z Cr* (it) (J5) ( ). (7-6)

( - A; Cp (zt))

b-2) At the right boundary (at i = JM in Fig. B-7-2)

In a similar way to the left boundary, the basic equation is

UH(JM) - U*3(JM) _ Cp [U“(JM) + U#-2(JM)

-yt JM—I]. 7-7
2At Az 2 Ut ) (7-7)

Cp is estimated as below:

_ Az [UH(JIM —1) - U*"2(JM —1)]
1) =-2%__ : : : 7-8
Cplit =) =~ R =1 1 02 (GM = 1) —2vigar =] Y
Modification of Cp(it) gives Cp x (it) as
. Az ,
Cp * (it) = MAX (0, MIN (E’ Cp(it — 1))) . (7-9)

This Cp * (it) is an estimator of Cp. Substitution of Cp by Cp * (it) in Eq. (7-7) yields

. itTAr 1) _ [rit=1
Ut JIM) = U (IM) + 2A—At Cp * (z't)U (M Alt) L C0))

’ (7'10)

b-3) Setting of the time tendency of U at the boundary
Computed phase velocities Cp#’s are smoothed by taking average of Cp*’s on the adja-

cent grid points. Judging from the sign of Cpx, it is determined whether waves are outgoing

or incoming at the boundary.

In an outgoing case, the time tendency of U at the boundary, DUDTBC, is computed
as follows: ‘

at the left boundary (at i = JS), Cp*x < 0

DUDTBC(y, 2, 1) = %g)
b.left
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UHHL(JIS) —U*1(JS) 1 U 1(J8) —U*(JS +1
- (' )ZAt ( )_Z_C « (i) -t A)t (- o (7-11a)
at the right boundary (at i = JM), Cpx > 0
DUDTBC(y, 2, 2) = a—U)
ot b.right
CUMLIM) - U1 (M) 1 —U=L(JM) + U*H(JM ~ 1 '
Sk )2At M) _ = - Cp+ (it (M) + U ) (1110)

( Z_ Cp * (zt))

In an incoming case, i.e.,
at the left’bounda,ry (ati=JS5),Cpx =0
or at the right boundary (at i = JM), Cp* < 0,
the time tendency of U at the boundary, DUDTBC, is computed in order to restore the

boundary value to the external value, U.ext, to a certain degree as follows:

DUDTBC = %—(Z) = [uU.ext + (1 — p)U*™! — U1 /248, (7-11¢)
b

Note that g = 1 makes U**! at the boundary equal to U.ext.

b-4) Adjustment of the time tendency of U and V at the boundary

In order to satisfy. mass conservation in the entire domain,

// {0zU + OyV + 92W*}dedydz = / (Uin — Uout) dz dy +/ (Vin — Vout)dzdz =0,

the adjustment to the time tendencies of U and V at the boundaries, DUDTBC and
DVDTBC, is needed. The constant value of 'adjustment, ADJ, is derived from the equa-

tion below:

/ {[DUDTBC(y, z, 1) — ADJ] — [DUDTBC(y, 2, 2) + ADJ|}dzdy

T / f ([DVDTBC(z, y, 1) — ADJ] — [DVDTBC(z, y, 2) + ADI]} dede = 0. (7-12)
This equatioh yields | |

ADJ = 0.5 x error/(// dzdz +/ dz dy), (7-13)

where
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error = //[DVUDTBC(y, z, 1) — DUDTBC(y, 2, 2)]dzdy

+//[DVDTBC(:L', z, 1) = DVDTBC(z, z, 2)|dzdz (7-14)

and index 1 for DUDTBC (or DVDTBC) denotes the value at i =1 +1/2 (or j =1+ 1/2)
and index 2 denotes the value at i = nz — 1/2 (or j = ny — 1/2).
‘The adjustments on DUDTBC and DVDTBC are

DUDTBC(y, z, 1) «—— DUDTBC(y, z, 1) — ADJ,
DUDTBC(y, 2, 2) «——— DUDTBC(y, 2, 2)+ ADJ,

: (7-15)
DVDTBC(z, 2z, 1) «——— DVDTBC(z, z, 1) — ADJ,
(z,

DVDTBC(z, z, 2) —— DVDTBC(z, z, 2)+ ADJ.

As discussed in B-6-2, the requirement of mass conservation in the entire domain is
related to the solvability condition of the pressure equation. Adjustment on DUDTBC and

DVDTBC is necessary for the realization of the solvability condition of the pressure equation.

P.G.

Cp is set in arrays CPHU and CPHV by subs.ORUCPH and ORVCPH, respectively,
which are called in sub.SVELC. The setting of DUDTBC and adjustment is done by sub.
SUVPBD in mem.SFXHEL Array DUDTBC and DVDTBC are used in setting lateral

boundary condition for pressure and computing boundary values of U and V.

c¢) For the pressure equation of AE and E-HI-VI
c-1) For the pressure equation of AE

Neumann boundary condition for pressure is obtained from Eq. (1-28):

——(P) = —ADVU — 22) - %(G”P) = —~ADVU -~ DUDTBC —
b

4 13
- o 2 (GBP).  (7-16)

9¢

The time tendency of U at the boundary, DUDTBC is computed as discussed in B-7-2, b-4).

¢-2) For the pressure equation of BE-HI-VI

Neumann boundary condition for pressure is obtained from Eq. (3-32):

2 "
_é P - VU —

AU

Uit _ Uit—l )
Ata

= -2 {ADVU" +DUDTBC ~ — (7-17)
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P.G.

The righthand side of Eqs. (7-16) and (7-17) are evaluated by sub.SUVPBD in
mem.SFXHEL and provided as the lateral boundary condition by sub.SFPBD.

B-7-3. Wall lateral boundary conditions
The wall is free-slip, and thermally insulated. This condition imposed at j = 1+1/2 and

ny —1/2 is described below. For all field variables except for V, the (mirror image) condition

Fiix=Fiar; Fingr=Finy—1 (7-18)

is imposed.

For the velocity component V, normal to the wall boundary,

Viajee = —Viagi/am Viit126 = 0;
’ ' (7-19)

vvi,ny+l/2,k = _I/i,ny—.'i/z,k; V'i,ny—l/z,k = 0)

are imposed.

In the evaluation of ADVV at j = 141/2, which is necessary for the boundary condition

to pressure,

ADVV = 8,(T%%®) + 0,(V %) + 8, (W*"5%), - (7-20)
the following term must be adopted:

VY], - VoY), 279,

dy(ViwY) = = , 7-21
ul ) Ayit1/2 Ayiy1/2 (7-21)

where the following relation is virtually used such as
T/—yﬁy]jzz +Vy5y]j=1 =0. (7—22)

This makes dynamic pressure at the wall boundary to be properly calculated (see also Egs.
(8-11), (8-12)).

B-7-4. Sponge layer
Rayleigh damping near the lateral boundary, D,.,, is imposed to prevent the false reflec-
tion of internal gravity waves from the lateral boundary, enforce the environmental external

conditions (designated by f.ext below) and suppress noises.




Drl(f) =

Drl(f) =
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1 LX —z)’
____2mreAt (1 + cos (%ﬂ)) (f— f.ext?) (7-23)
forz > LX — zq4. v
1
~omadt (1 + cos (%)) (f — f.ext) (7-24)

for z < z4.
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B-8. Lower boundary conditions

B-8-1. For velocity

For W, the kinematical condition,

1 =FZ =z * d
G WHGT + G =W =5 =56V % g (8-1)

at k=14 1/2 is imposed.

For the case of no friction (free-slip; no subgfid scale momentum flux),
Puw” =0 (at k=1+1/2), Ukey = Ukcz, Vie: = Vies, (8-2)

is imposed.

For the case of friction (non-slip; subgrid scale momentum flux is present; see B-10-2),

S _ (U* 4 U=
W = —pCim Va( > 1/’26 2), (8-3)
* _.)2: * _5)2 1/2
V. = (U* 4+ Ug=2)* + (V* + Va=2)®) (8-4)

PGL/2
is imposed. The suffix k = 2 denote the lowest level above the ground. U* and V* are the
translation velocity components of the numerical model frame relative to the earth surface.
It is noted that U and V are velocity components of air relative to the model frame, and
those relative to the earth surface are given- by U* + U and V* + V, respectively.

pv"w" is formulated in a similar way to puw”.-
B-8-2. For © and Qv
For the case of no flux condition,
P0"w" =0 and Op=y = Op=, o - (85)
PQU"'wW" =0 and Quk=1 = Qui—3. (8-6)
For the case of flux condition (see B-10-2),
pO"w" = ~pCan Va(O2 — Os) and Op-1 = Os (8T

7QUTw" = —pCan Va(Quz — Qu,) and Qui=r = Qu,, (8-8)
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where ©s and Qu, are the potential temperature and mixing ratio of water vapor at the (sea
or ground) surface. Over the land, Cy,, and Cgp are determined from Monin and Obukhov’s
similarity law (see Sommeria, 1976). Over the sea, they are determined from the formula by

Kondo (1975).

P.G.

For the case of no friction (free-slip; no subgrid-scale momentum flux), MSW(1) = 0
must be specified to the program.

For the case of friction (non-slip), MSW(1) = 1 must be specified to-the program.

For the case of no heat flux condition, MSW(1) = 0 or (MSW(1) = 1 and MSW(13) = 0)
must be specified to the program.

For the case of heat flux condition, MSW(1) = 1 and MSW(13) = 1 must be specified

* to the program.

B-8-3. For préssure

Z

1 ow

is specified so as to be consistent with the kinematic condition Eq. (8-1). The estimation of
ADVW and BUOY at k = 1+ 1/2 is somewhat ambiguous for the case of non-slip (fux)

condition.

ADVW = 0,(T° ") 4 8,(V @?) + 8.(W* w*), (8-10)
where

_Wﬁz—’lﬁz]z - szz]l . 2Wz"l-l)—z]2

0. (W*w) = . 8-11)
( ) Az Azita)s (8-11)
The above equation comes from the following relation:

W T g1 + W* Wiz = 0, (8-12)

which is required from the vertical momentum conservation (see Clark, 1977. Eq. (3-33)).
Buoyancy term is computed as

PG on”

3

BUOY =g4

m
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, —
9m,k=1+1/2 =0.5(0p k=2 + Omk=1) — Op,.
In the case where heat flux is present, currently @,, ;—; = O s is used. However, the use of

@:n,k=1+1/2 = 0~5(@m,k=2 + 29-m,kzl) - gm',k=i+1/2

might be better in this case.




B-9. Upper boundary conditions

The upper boundary is the slip, thermally insulated rigid wall. Currently, radiation
conditions (Klemp and Durran, 1983) is not implemented. Instead, sponge layer (absorption

of waves by Rayleigh friction) (see B-12-3) is introduced to realize quasi-radiation conditions.

B-9-1. For velocity

For W, the kinematical condition,

W+ GBT +GBV =W*=pG"w= ﬁGl/Zf‘lﬁ =0 (9-1)

G1/2 dt

at k = nz — 1/2 is imposed (note G**y_,,_1/2 =0, i.e., Eq. (9-1) is equivalent to W = 0).

No friction (free-slip; no subgrid scale momentum flux) condition, such as
u'w" =0 (at k=nz-— 1/2), Uk:nz = Uk:nz—la Vk:nz = Vk:nz—h (9'2)
is imposed.

B-9-2. For O and Qv

No flux condition, such as
ﬁ&”w” =0 and @kznz—l + @kznz = 57 (9"3)
pQv"w" =0 and QUr=nr—1 = QUi=nz. (9-4)

Note that Og=nz—1 + Ok=n: = @ guarantees BUOY_,,, 1/, = 0.

B-9-3. For pressure

gP ow
G1/2 OzP + = CsT = mt ADVW + BUOY (9-5)

is specified so as to be consistent with the kinematic condition Eq. (9-1). The first term of

PFZ]nz—1/2

the righthand side of Eq. (9-5) is zero due to Wi—n,_1/2 = 0.
ADVW = 8z(U w°) + dy(V"wY) + 82(W* w*) = 82(W* w*)
_ W0 ny — W* @z I v

Azny_1/2 : Azg. 12
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where the following relation is used:
W_*zwz]k:nz +W—*zmz]k=nz—l = 0.

The above relation comes from the vertical momentum conservation ‘(see Clark, 1977, Eq.
(3-33)).

B-9-4. Absorption layer
1 Rayleigh damping near the upper boundary, Dy, is added for a field variable f(f =

u, v, w, ) in the upper part of the domain (z > 2z4) to prevent the false reflection of internal

gravity waves from the upper right wall.

Deu(f) = - 2mr1u g <1+cos (”f:—%z-—;?)) (f — fext) (9-6)

for z > z4. Here, LZ is the height of the domain.




B-10. Subgrid-scale turbulence

B-10-1. Turbulent closure model ‘ v _
To determine the diffusion coeflicients, the turbulent closure model is used. The formu-
lation is based on that by Klemp and Wilhelmson (1978) and Deardorff (1980).

The prognostic equation for subgrid-scale turbulent kinetic energy F is given as follow\s:

dE du; 0 dE\ C. :
= BUOYP — v/ — + — | K, =—— | — == B3/?, 10-1
dt 0 Uity dz; -t oz ( 8:1:,-) £ (10-1)
_ where

E = (u" + " 1 u2)/2, (10-2)

E— Ou; Ou; 2
T = —K,, [ 2% i) 4 26 E. 10-3
U; uj <3$]+6$,)+36’] ( )

The subgrid-scale perturbation is denoted by the superscript ”, and the overbar denotes the
average of the subgrid-scale quantities in one grid box.
The buoyancy production term BUOYP in Eq. (10-1) is calculated taking account of

the cloud water loading and the release of latent heat as

6" 9Ky 1 06 0Qu
BUOYP = gw" | = B1QV" ) = —F | = — 0.61— -
qw <@+06 Qv) G1/2( 5 o€ 61 9 (10-4a)
for the unsaturate case (Qc = 0),
and
6" 9K 00, 9Qc
OYP = gw" { = +0.61Qv" — Qc" ) = - .
BU qw (@+06 Qu Qc) G1/2< A6§ + 9€ (10-4b)
for the saturate case (Qc > 0).
Here
. 1+ 1.6111551621)
A== | —= |, (10-5)
o 1+ eLl*Qu
CpR,T?

€ = 0.622, O, is the equivalent potential temperature, L the latent heat of vaporization, and
R4 the gas constant for dry air. The last two terms in Eq. (10-1) are evaluated at (it — 1)

time step in order to maintain numerical stability.
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The subgrid-scale mixing length £ is determined depending on the thermal stratification.
Near the ground surface, it approaches to the product of Karman constant x (= 0.4) and

height from the surface (z — Z,) when the surface friction exists;

1 1

z = m + Z]:, (10-6)

where | ‘
oo =As . for the unstable case (Ny= 0), ' (10-7a)
le = min(As, 0.76E*/2N,1)  for the stable case (N, > 0), _ (10-7b)

As is the typical grid distances, N, is the local stability and @, is the liquid water potential
temperature defined by

As = (Az A2 for 2-dimensional model, < (10-8a)
As = (AzAyAz)'/? - for 3-dimensional model, (10-8b)
9 80,
N, = 22°¢ . )
tT e ez ’ (10-9)
0r=6— —2— Qe o (10-10)
TV opm T : .

The eddy diffusion coeflicients for velocity components, turbulent energy and other pre-

dicted variables (8, Qu, Qc,...) are given as

Ky = CnlEY? (Cp, = 0.2 is used), (10-11)
Ko =2Kpn, (10-12)
Ky =P K. o (10-13)

The coefficient of the viscosity dispersion term in Eq. (10-1) and the inverse Prandtl

number P! are given as
C. = 0.19 4+ 0.51£/ As, ' (10-14)
Pl =1+2¢/As. . (10-15)

The diffusion term by subgrid—scale turbulence for turbulent energy F is given as

du;"E" 8 OE L
.E=— = (K. ~—]), ~ (10-16
DIF.E = oz; - Oz; ( ea:cj) , { )

and for other scalar variables f(9, Qu, Qc,...) as
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DIF.f = _Ou"f" 9 (K of ) . (10-16b)

8:cj - _6;3: ’ "ﬁj
The diffusion term by subgrid-scale turbulence for each velocity component (w=u, v=
uz, W = ug) is given as

YT
DIF.u; = 24 %" (10-17)
Bw,-

The above diffusion terms are evaluated using the values at (it — 1) time step to maintain

numerical stability.

P.G.

E, K,, and K; are computed by sub.CTURB5 and CNVED3 in mem.CVTURB, re-
spectively.' DIF.f is computed by sub.CDIFE1, and DIF.u is computed by sub.CRSTUV.
DIF.f and DIF.u are added to array ADVF and ADVU in which advection terms for f and

u have been stored by sub.CADVET and CADVC3, respectively.

B-10-2. Surface fluxes
They are given from the resistance law as follows:

for momentum fluxes,

e TION T — (U* + Uk=2)

pu'w" = ~pCyqm V, _p‘G—l/?" (10-18a)

— (V* 4 Vi=a) |

pv"w" = _pCdm Vaw——, (10-18b)
for sensible heat and water vapor fluxes,

pow" = -?th Va (@2 — @,), (10-19)

QUMW = —5Ca Va (Quz — Qu,), (10-20)

where V, is given by Eq. (8-4). U* and V* are translation velocity components of the
numerical model frame relative tb thé earth surface. It is noted that U and V are the
velocity components of air relative to the model frame, not to the earth surface. Suffix 2 and
s denotes the values at the lowest grid points above the surface and those at the surface,
respectively.

Over the sea, Cym, and Cyy, are determined from the formula by Kondo (1975). Over the

land, C4,, and Cyp, are determined from Monin and Obukhov’s similarity law (see Sommeria,
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1976) for a given roughness length of the ground, z+. The Cy,, and Cy;, are functions of Zo [ 2%

and z,/L, where 2, = (Az141/5)/2 and L is the local Monin-Obukhov length:

0, (w7

L=-= pr o (10-21)
where & is 0.4 (Karman constant).
From similarity theory, the drag coefficients can be written as
1 1
| Cam = px Can = o (10-22)
where ¢ and ¢ are universal functions (Businger et al. 1971) defined as,
for unstable cases,
1 1 1+¢2
= - {log (-j—:) - {2log (—;—6 + log ( ;5 ) — 2arctan(§) + (—12[)] } ,
1 p 14 " : : (10-23a)
Y= T35 [k’g (z_*) "2l°g( 2 )] ’
) 24 \1/2 2a\1/2
with €= (1 - 15f) ‘ and 7 = (1 - 97;-) s
and,
for neutral or stable cases,
1 Za Za
(10-23b)

1 z -1
== {04105 (Z2) +are}.
4 K {0 %\« + L
Eqs. (10-18)-(10-23) can be solved by iteration (a three-time iteration is sufficient) to

yield the converged Cy,, and Cyy,.

P.G.

See sub.CRSTUV in mem.CVTURBXZ. If MSW(1) = 0, no surface fluxes are assumed
(free-slip, thermally insulated). If MSW(1) = 1 and MSW(13) = 0, only momentum flux is

calculated on the assumption of no heat fluxes and neutral stratification. If MSW(1) =1
and MSW(13) = 1, both momentum flux and heat fluxes are calculated. Sub. KONDOH
and sub.GRDFXH give Cy,, on the sea and land, respectively, both of which are called in
sub.CRSTUV.
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B-11. Cloud microphysics
The model can incorporate 5 kinds of parameterization of cloud microphysics:

1. Dry model (no water vapor).

2. Warm rain model (water vapor Qu, cloud water Qc and rain Qr)

3. Cold rain model with the mixing ratios of cloud water, rain, cloud ice Qi, snow Qs and
graupel Qg and the number concentration of cloud ice Vi predicted.

4. Cold rain model with the mixing ratios of cloud water, rain, cloud ice, snow and graupel
and the number concentrations of cloud ice Ni and snow N's predicted; v

5. Cold rain model with the mixing ratips of cloud water, rain, cloud ice, snow and graupel
and the number concentrations of cloud ice Ni, snow Ns and graupel Ng predicted.

In the following, the most sophisticated version of parameterization will be described.

B-11-1. General features of cloud microphyéics

In the model, water substance is categorized into 6. forms (watef vapour, Qu; cloud

Table B-11-1
Variable Size distribution Fall velocity Density
Qu(kg/kg) | Nz(D) (m~*) Udz(m/s) pa(kg/m®)
Nz(m~%) :
N — br (PO 1/2 — 3
Qr r(D) = Nrg exp(—AD) arDr ( - ) pw=1X10
Nrg =8 X 108 ar = 842
» = 0.8
. - bs (P0 1/2
Qs Ns(D) = Nsgexp(—AD) a;Ds ( P ) ps =84 X 10
Ns rs0 =70 = T5pm
(Nsg =1.8 X 109) as, =17
bs = 0.5 m,0 = (47/3)psrd,
' 1/2
Qg Ng(D) = Ngo exp(~AD) - | agDg? (22) ! pg =3 X 10
Ng
(Ngp = 1.1 X 10%) ag =124 rg0 = 7o =75 um
; by =0.64 mgo = (47r/3)pgrgg
Qc mono , acDebe pe =1.0 X 108
. 60Qc \1/3 .
Dl:(-’—r-’-fv%r—c-) ac::3><107
Ne=1 X 108m~3 be =2.0
Qi mono a; D% (’%")0735 pi = 1.5 X 102
. . i\1/3
Ni Di= (?6;;:2’_1\“) / a; =17 X 102 mip=1X 10‘12kg
b; =1.0
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water, Qc; rain, Qr; cloud iée, Qi; snow, Qs and gra.upel, Qg) as shown in Table B-11-1.
Values in-Table B-11-1 are determined referring to observational studies by Locatelli and
Hobbs (1974), Kajikawa (1976, 1978), Yagi et al. (1979) and Harimaya (1978). For cloud
ice, snow and graupel, the. number concentrations are predicted in addition to their mixing
ratios. For rain, snow and graupel, the inverse exponential functions are hypothesized for
their size distribution functions. For cloud water and cloud ice, mono-dispersive distribution
is hypothesized, and their precipitation is not taken into account explicitly. Cloud ice desig-
nates pristine ice crystal smaller than 7y in radius, and snow designates snow crystals and
aggregates of snow crystals larger than ry in radius. As will be shown in C-3, ry has a large
infuluence onkthe number and mass of cloud fce, and 7 is treated as a tuning parameter
ranging from 50 to 100um. ‘

The cloud microphysical processes simulated in the model are illustrated in Fig. B-11-1

Prevp Peend water vapor Psdep
Qv
1Pidsn
Pidep
cloud water P%fZC,PlSpl,Pl.laCW_ > cloud ice
Pimlt : . .
Qc : : Qi, Ni
Ps.sacw ‘ | Picns
Psaci
- Psdep
Pcenr v snow Pgacs,Pscng
Qs, Ns Pg.racs
Pracw
Praci
Pgacw,Pg.sacw Pg.iacw Picng
Pgaci
L] Ps.sacr /
rain graupel
. t RS
Qr _—Psmlt Penl Qe, Ng  |Pgdep
Pgacr,Pgfzr,Piacr,Pg.sacr
Prprc Psprc Pgprc

Fig. B-11-1  Cloud microphysical processes in the model. For explanation of the symbols, see Appendix
B-11-1. C
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and the meaning of symbols is explained in the Appendix. Unless specifically mentioned, the
parameterizations of microphysical processes are the same as in Ikawa et al. (1987). Newly
incorporated and revised parts of parameterizatons are described below, which are mainly
based upon Murakami (1990) and Cotton et al. (1986). In the following, (L-nn), (CT-nn) and
(M-nn) denote the number of equation appearing in Lin et al., Cotton et al. and Murakami,
respectively. '

"The prognostic equations for mixing ratios of 6 water species and potential temperature

are as follows:

5 .
Qv —— +ADV(Qv) — D(Qu) = PRD(Qv) = Prevp — Pidep — Psdep — Pgdep — Pidsn — Pccnd,

(11-1)

8QC _ .
+ ADV(Qc) — D(Qc) = PRD(Qc) = —Pcenr — Pracw + Pcend — Pifze

— Pispl — (Ps.sacw + Pg.sacw) — Pgacw — (Pi.iacw + Pg.iacw) + Pimlt, (11-2)

3Qr

- T ADV(Qr) — D(Qr) = PRD(Qr) = —Prprc + Pracw + Pccnr — Prevp

— Pgfar — Piacr — (Ps.sacr + Pg.sacr) — Pgacr + §(Psmlt + Pgmlt), (11-3)

6§ i + ADV(Q;) — D(Q;) = PRD(Qi) = Pidsn + Pifzc + Pispl + Pidep
+ Pi.iacw — Picng — Praci — Psaci — Pgaci — Picns — §Pimlt, (11-4)
Qs _ .
el ADV(Qs) — D(Qs) = PRD(Qs) = —Psprc + Psdep + Picns + Ps.sacw
— _Pscng + Psaci + Ps.sacr — Pg.racs — Pgacs — §Psmlt, (11-5)
6Qg

+ ADV(Qg) — D(Qg) = PRD(Qg) = —Pgprc + Pgdep + (Pécng + Pg.sacw)
+ Pgacr + Pgacw + Pgaci + (Piacr + Praci) + (Pg.sacr + Pg.racs)
+ Pgfzr + (Picng + Pg.iacw) — 6Pgmlt ' ‘ (11-6)
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00 L,
i ADV(#) — D(6) = PRD(4) = —aﬁ(Prevp — Pcend)

L . .
;I (Pidep + Pidsn + Psdep + Pgdep)

+Cp

L s .
+ e ;I ((Pi.iacw + Pg.iacw) + (Ps.sacw + Pg.sacw) + Pgacw + Piacr + Pifzc
/4

+ Pgfar + Psacr + Pgacr — §(Pimlt + Psmlt + Pgmlt)). (11-7)

In addition to the prognostic equations for the mixing ratios of water species, prognostic

equations for the number concentrations of cloud ice, snow and graupel are also formulated

as follows:

2 [Ni+ 7ADY [%] — D[Ni] = PRD(NV)

. . Pid Pispl Ni,__. . i
= —Niag + Nifzc + Tidsn + 7Ispl _ —?(6P1mlt + Praci + Psaci + Pgaci) — Pions , (11-8)
Mo Qi My
0 N
57 \Nsl + PADV [73] — D[Ns] = PRD(Ns)

Picns Ns

= —Nsprc — Nscng — Ng.sacr — Nsag + - a(&Psmlt + Pssub),  (11-9)

mso

E%[Ng] + PADV [%] _ D[Ng] = PRD(Ng)

N .
= —Ngprc + Niacr + Nscng + Ng.sacr — —Qg(&Pgmlt + Pgsub). (11-10)

Here Ly, L,, L, are latent heats of fusion, vaporization and sublimation, respectively. § is 0
‘or 1 below or above the freezing temperature, respectively. The ADV term in Egs. (11-1) to
(11-10) represent the advection term defined as k

ADV(f) = w—ll/i [%(ﬁGl/zuf)v.g ‘%(ﬁGl/zvf) + %(ﬁGl/zwf) ]

The D terms represent the summation of the diffusion due to subgrid scale turbulence (B-10)
and artificial computational diffusion (B-12).

The subscripts V, C(or W), R, I, S, and G refer to vapor, cloud water, rain, cloud ice,
snow and graupel. Source and sink terms for mass and number are designated by Pqqqq
and Nqqqq, respectively. “qqqq” denotes elementary cloud microphysical processes, defined

as “xdep(—xsub)” for depositional growth of x, “xsub” for sublimation from x, “xmlt” as
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Qc : Qc
lPsacw : » Piacw
Ps.sacw l?g.sacw . l?i.iacw l?g.iacw
v
Qs ~ Pscng > Qg Qi Picng Qg‘
a) Collision between snow b) Collision between
and cloud water cloud ice and cloud water
ar : L Praci ‘
IPsacr‘
l?s.sacr J?g.sacr l
—_———— _
Qs Pg.racs Qg er Piacr Qe
c) Collision between rain d) Collision ~between
and snow cloud ice and rain
1
lancw lPispl
Qx Qi

e) Collision between cloud water

and Qx(snow,graupel)

Fig. B-11-2 Three component accretion processes.

melting of x, “xprc” for precipitation of x, “xag” for aggregation of x, “XCny” for conversion
of x into y, “xfzy” for freezing of y to form x, “xacy” for the accretion of y by x, “x.yacz”
for generation of x as a result of accretion of z by y (three-component accretion process,
see Fig. B-11-2), “idsn” for deposition/sorption nucleation of cloud ice and “ispl” for ice
multiplication process by ice splinters ejected during riming.

For the exchange between water vaﬁor and cloud water (Pccnd), the instant adjustment
procedure used by Klemp and Wilhelmson (1978) was adopted. Cloud ice is assumed to melt

into cloud water instantaneously above the freezing point (Pimlt).
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For water substance, x, whose size distribution function is expressed by the inverse

exponential function, the following basic relations hold:

z e ZN 4
Nz = ]X—"x pQz = /0 pz%DmaNozexp(—/\mDa:)dDz =T e
1/3 ‘ 1/3 -
Tp Nz wp Nz
Az = Nos =N ) 11-11
x,(ﬁQ:c) S z(PQfC) ( )

The change in the number concentration of the precipitable hydrometeor z due to pre-

cipitation is given as

' 8(UnzNz)
N =—-— 11-12
xprc o ( )
where Unz is the number-weighted mean terminal velocity defined as
wa(D)NOw exp(—AzDz)dDz 1/2
_ a. (1 4+b,) . _4e [P0
- = | = . 11-13
Unz Nz ‘ Azb= A p ' ( )

The change in the mixing ratio of the precipitable hydrometeor z due to precipitation

is given as

Pxprc = —?Llf;z—ﬁ—), (11-14)
where Uz is the mass-weighted mean terminal velocity defined as
™ 3 ) '
Z N, - .
_— / 6,0me1? Ugz(Dz) Ny, exp(—AzDz)dDz a.T(4+0,) (po 1/2 v
pQz T 6Azbe ) ’

B-11-2. Production terms for cloud ice
a) Ice Nucleation

In the model cloud, cloud ice is produced through deposition/sorption nucleation
(Pidsn: M-29), freezing of cloud dropletsb (Pifrc; heterogeneous (M-30) and homogeneous
freezing of cloud droplets above and below —40°C, ‘resp'ect’ively) and the secondary ice vcrys-

tal production term (Pispl: Hallett and Mossop, 1974).
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a-1) Deposition/sorption nucleation
The temperature dependency of deposition/sorption nucleation is given by Fletcher’s
(1962) empirical equation,

N} = Ny exp(8.T,). (M-26)

The supersaturation dependency of ice nucleation is given by Huffmann and Vali (1973),

5;—1\" ‘
Ni=A[=Z . M-27,
i—a(5=1) (w-27)
Replacing A with N}, we obtain
5;—1\"
Ni = NiO exp(,@zT,) (Sl 1) N (M-28)
, 0~

where N;p = 1.0 x 107 %(m~3), 8, = 0.6(K 1), B = 4.5. (S; — 1) represents the ice supersat-
uration of a water satureted cloud (Qusw/Qusi — 1). It may be reasonable to assume that
ice nucleation by deposition/sorption occurs in an ascending air parcel in clouds. Assuming
that the vertical change in humidity is negligibly small, we get the following equation for ice

nucleaton rate in ascending cloud air:

Pidsn = m; LALLYN m; ONi 9T, dz
T e T T, 0 dt
s;—1\7" ar,
= miof2Nio exp(ﬁzi’s) ( g 1) S0 (11-16)
Nidsn = L1958 (11-17)
mio

a-2) Freezing of cloud droplets
For heterogeneous freezing of cloud droplets (T: > —40°C), we obtain the following

equation by extrapolating Bigg’s (1953) equation down to the cloud droplet size (M-30):

Pifrc = Blexp{4(Ty — T)} — 1] 295, | (11-18)
puwNc
o pie NC
Nifzc = Pifzc 0c’ (11-19)

where A’ = 0.66(K~!), B' = 100.0(m3s71) is used. p,, is the density of liquid water, Nc
the number concentration of cloud droplets which is preset in this model.
For homogeneous freezing of cloud droplets (T, < —40°C), cloud drops are turned into

cloud ice instantaneously:
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. Qc ) Nc
T = -20
Pifzc S AL Nifzc SAT (11-20)

where At is the time interval of the leap-frog time integration.

a-3) Ice multiplication process
Hallet and Mossop (1974) reported that approximately 350 ice splinters are produced
for every 10~ %kg of rime accretion on graupel particles at —5°C. Based on their report, ice

splinters associated with riming process is parameterized (CT-71) as

Nispl = p x 3.5 x 10® f(T..)(Ps.sacw + Pg.sacw + Pgacw), (11-21)
(0 for T, >T; = -3°C
%:;—:—%— for Ty > T, > Ty = —5°C
fTe)=41 for Ty > T, > T3 =-5°C (11-22)
TEoTE for B2T.2 T
\ 0 for T, < Ty = —8°C

The increase in mass of cloud ice associated with this process is given as

Pispl = Nispl X mig. (11-23)

b) Depositional growth of cloud ice
Depositional growth of cloud ice is given as

Qu — Qusi

Pidep = ———
1cep Qusw — Qusi

a1(m;)**Ni/p, (11-24)

where @¢; and a; are temperature-dependent parameters taken from Koenig (1971).

c) Riming growth of cloud ice

The amount of rime on cloud ice is given as
" Piacw = Ni%(Dz’ + De)?Eic|Us — Uge|Qe. (11-25a)
The portion of Piacw consumed for riming growth of cloud ice is given as
Pijacw = min(Piacw, 8 x Pidep). (11-25b)

The amount of riming greater than 3 x Pidep is consumed to form graupel (Pg.iacw). In this
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study, 8 = 1.0 is tentatively used. Collection efficiency, Fic, is given as follows (Fletcher,
1962; Mizuno and Matuo, 1980):

1/2
= (£uUs ) pe 1/2 : 11-26
%= (1877Di) Dc = (Stk/2) (Stk : Stokes number) ( )
n = (1.718 + 0.0497, — 1.2 x 107°T?) x 1073 (viscosity : Nsm™%)

in case of ¢ > 0.25:
for disk (—4°C< T, < 0°C or —20°C< T, < —10°C)

Eic = 0.572 x log;o(1 — 0.25) + 0.967
for column (—10°C< T, < —4°C or T, < —20°C)
Eic = 0.556 x iogm(zp —0.25) + 0.632
in case of ¢ < 0.25:

Eic=0.

B-11-3. Production terms for snow
a) Conversion from cloud ice to snow (Picns)

The conversion from cloud ice (pristine ice crystals) to snow takes place through three
processes; depositional and riming growth of ice crystals and aggregation between pristine ice
crystals. The time needed for an ice crystal to grow from m; to m,, in mass via depositional

and riming growth is

Ni(ms —m;) pQi s
= Piden 1 v iacw’ —~i = (47 /3)p,r3,. 11-27
Pidep +piiacw’ T i Moo = (47/3)pero (11-27)

;=
Therefore, cloud ice converted into snow in unit time is given as (in case of m; < 0.5mq)
CNZeptae inz‘ = — ™ (Pidep + Pi.iacw). (11-28)
1 ATt Mao — M;
'I‘his term becomes very large for the case of m; ~ mo to yield erroneous results. To prevent
this, Eq. (11-28) is applied only to the case of m; < 0.5m,. To the case of m; > 0.5myo,
the following is applied:

(in case of m; > 0.5mq)

0.5m, ;
CN?:H&C = (Pidep + Pi.iacw) + (1 _ Jom 0) Qi

—_ 11-29
m; 2At ( ‘ )
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The conversion from cloud ice to snow:due to aggregation is parameterized, following
Murakami (Eqgs. (M-34)....(M-41)). The rate of collision-coalescene among a homogeneous

population of ice crystals may be written by

dNi 1
22— KN, (M-34)
dt 2
aggr
where
Kr= %ﬁizﬁIEHX. (M-35)

Here Di represents the mean diameter of ice crystals, U the fall velocity of ice crystals,
Ep1 the collection efliciency between ice crystals, and X the dispersion of the fall velocity
spectrum of ice crystals. Using the following equation for the fall velocity

1

_ _ 3
U= a;Di (”7“) , (M-36)
Eq. (M-35) is rewritten as
C1
Kr=—, M-37
1= (M-37)
where .
iarErr X 3
c, = PLiarEnX (F_Q) , (M-38)
pr p _
Combining Eq. (M-34) and Eq. (M-37), we obtain
Ni ,
Vel Gy, (M-39)
dt |,y 2

The time needed for cloud ice to grow by aggregation from 7; to ry in radius is equal
to the time needed for the cloud ice concentration to decrease form Ni to Ni(F1/Fs0)3.

Assuming that p; is constant yields

— 3
2 Tr
Ar = ——log [ — ) . M-40

m Cl 8 (7'30) v ( )

The conversion rate from cloud ice to snow is given by

Q

A
ONgf = 5

(M-41)
The total conversion rate in mass from cloud ice to snow is given by the sum of

Picns = CNig?t*° + CNp8. : ©(11-30)
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The total conversion rate in number from cloud ice to snow is given by

. Picns
Nicns =

) (11-31
Mg ( )

b) Aggregation among snow particles(Nsag)
The decrease in number concentration of snow due to aggregation among snow crys-

tals (or aggregates)(M-44) is obtained using an equation based on the analytical model of

aggregational growth by Passarelli (1978).

, dN s/ a,EssI(b,) 1-b, 24b, =2=bs 243, a-b,
Nsag = —— == 3 p % p, * Qs 5 Ns 3 (11-32)
B | 4 x 720 ° ’

wher¢
I(d) = f / 2y (z + :t/)zl:cd - ydle_(”+y)da:dy.
o Jo

For d = 0.6, 0.5 and 0.4, I(d) = 2566, 1610 and 1108 (Mizuno, 1990).

¢) Depositional growth and melting of snow
Depositional growth of snow (L-52) for T, < To is modified in order to incorporate the

warming of the surface temperature of a snow particle due to riming as follows (Cotton and

Anthes, 1989, Eq. 4-37)

2 (Si — 1) : L.L;
Psdep (or —Pssub) = WVENT(as,bs,/\s,Nso) T RaRSTE(A" T B,,)Psacw,
’ © (11-33a)
where ‘
n — Lg " — 1
KkoR,T?’ pQusit’

VENT(a,, by, As, Nuo)

v 1/4
"bs + 5 _ -
= Ny [0.78>\;'2 +0.315}3p (—; ) al/? (%") y 125 (e 49)/ 2].
The first term on R.H.S of Eq. (11-33a) is the same as Psdep without modification, (L-
52). Similar modification is made for the depositional growth of graupel (Pgdep). Generally,
modification for graupel is much larger than that for snow. ‘
The melting of snow for T, > Tj is formulated on heat balance cohsiderations. The
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cooling associated with the melting is balanced by the combined effects of conduction and
convection of heat to the particle surface, the latent heat of condensation and evaporation
of water to or from the particle surface, and the sensible heat associated with the accreted

water. The rate of melting of snow to form rain can be expressed as

2 CwT:
Psmlt = pTW(KaTc — L,p(Qusw — Qu)) x VENT(a,, bs, Ay, Nso) + —L—(Psacw + Psacr),
f f
(1-32)

If Psmlt is positive, melting occurs, and Psdep (—Pssub) is calculated (see Ikawa et al.,
1987, Eq. (2-12)) by

Psdep = —279(Qus(T = Ty) — Qu) X VENT(a,, b, As, Nag)- (11-33b)
If Psmlt is negative for T, > Tp, melting does not occur. In a dry air, evaporative cooling

is large enough to prevent melting. Psdep (—Pssub) is calculated in a similar way to Prevp
(L-52) by '

21(Sy — 1
Psdep(or — Pssub) = —o» ~ 1) yENT(a, 5, Ay, Nao), (11-34)

p(AII + BII)

where
L? 1
AII —_ E] BII — .
K.R,T? pQusw 1

Pgdep for T' > Tj is formulated in a similar way to Psdep for T' > Tj.

B-11-4. Production terms for graupel
a) Conversion from cloud ice to graupel (Picng; see Fig. B-11-2b)
This occurs via riming on ice crystals, and is parameterized as follows. The mass required

for an ice crystal to be converted into a graupel particle of minimum weight, mgo, is
- Amg; = mgy —my,
where

Tgo = To = 75pum.

pQi
mgo = (47/3)pgrde; mi = N

On the other hand, it is assumed that the portion of the amount of rime on-an ice crystal

greater than § x Pidep,
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‘ ’ : : . Pid o
CLic = max ({-(Di + De)?EiclUs; — UgelpQc — ﬁlT:p, o) : (11-35)
is consumed to form a graupel particle. The time needed for an ice crystal to be convented
into a graupel is Amgy;/CLic. The amount of cloud ice in mass converted into graupel in
unit time is given as

Picng = XLIC

pQi = Nicng m; (11-36)
Mgi

The number of ice crystals to be converted into graupel is given as

Nicng = ClLic Ni= Picng + Pg.1acw. (11-37)
Amg,' mgo
The amount of rime converted into graupel in unit time is given as
Pg.iacw = Ni CLic = Nicng Amg;. C (11-38)

b) Conversion from snow to graupel (Pscng; see Fig. B-11-2a)

Snow is converted into graupel through the collection of supercooled cloud droplets
(riming process). All of the accreted cloud water is not converted into graupel; some is
consumed for the riming growth of snow itsélf. The point of the parameterization is how
to determine the dispatcher function n(D) which specifies the portion of the accreted cloud
water to be converted into graupel. The remainder (1—n(D)) is consumed for the riming
growth of snow. Following Murakami (1990) who assumed that the change of snow particle
size due to riming is negligibly small, the amount of riming needed for snow with diameter

D to be converted into gré,upel with diameter D through the riming process is given by

Am,g = (pg — ps)wD*[6. | (11-39)

The amount of riming by snow with‘the diéméter D is given by |
CL(D) = §D2Echds pQc, (11-40)
Ugs = a;D%(po/p)*® (a5 =17, b,=05) (11-41)

The time needed for a snow particle with diameter D to be converted into graupel with

diameter D through the riming process (Murakami, 1990, M-42) is given by
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DISPATCHER FUNC: X-AXIS=DIAMETER(100.MICR.M)

Fig. B-11-3 - The dispatcher function (Eq. (11-43)) as a function of the diameter of a snow particle, D, with
the parameters pg = p = 1 kgm™3, pQc = 1073 kgm=—3 and Esc = 1 for the case of a2At = 20,
.40, 80, 160 and 320. : ' ‘

A s _ 1-b, 1/2
AT — m g _ 2(/’9 ps)D (p ) . (11_42)

" CL(D) ~  3a,EscpQc p—ol
Ar is small for small D, and small snow particles are more likely converted into graupel
than large snow particles. Therefore the dispatcher function is assumed to be

n(D) = min (1, %) = min (1, O‘—AAtZ—LLD—)) , (11-43)
. sg

where o is a tuning parameter and At is the time step of the leap-frog time integration.
The amount of riming to be consumed for graupel generaﬁon is n(D)C’L(D), while that for
riming growth of a snow particle is (1 — 7(D))CL(D). Hereafter, the diameter which yields
a2At = Ar is designated by Dsc:

2
Dsc = (CYZAtM) .

200y~ ps) (-4

All the amount of riming on snow particles smaller than Dsc in diameter is assumed to form
graupel. For the case of a2At = 80s, pQc = 10~3kg/m?, Dsc = 100um (see Fig. B-11-3).

Figure B-11-3 shows the dispatcher function with the parameters py = p = 1kgm™3,
pQc = 10"%kgm—2 and Esc = 1 for the case of a2At = 20,40, 80,160 and 320.

As will be shown in C-3, in the 3-dimensional simulation of convective snow clouds
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observed over the Sea of Japan in winter, it is found that a = 2 ~ 5 for 2At = 8 sec gives
rise to the observed ratio of the precipitation amount of graupel over that of snow which is
about 0.3 ~ 1.0,

In the 2-dimensional simulation of convective snow clouds observed over the Sea of Japan

in winter, Ikawa (1988) used Matsuo’s method (1986),

(D) = {1 for D < Dcr (11-45)

0 fér D > Der.

He found Der = 1 x 10™%m gives rise to the reasonable ratio of the precipitation amount of
graupel over that of snow. As can been seen from Fig. B-11-3, the dispatcher function of the
form Eq. (11-45) with Der = 1 x 10™%m is larger than the dispatcher function given by Eq.
(11-43) with aAt = 32. This difference comes from the differences of the dimension of the
model (2-D or 3-D) and two parameterizations; his previous parameterization incorporates
Pg.sacw, but not Pscng explicitly. This dispatcher funciton is simple enough, but overesti-
mates the number of graupel particles generated, and may cause imbalance between number
and méss of graupel.

. The amount of rime on snow particles converted into graupel is given as

Py sacw = / w(D)CL(D)F(D)dD

3p01rN,o(ch)2Esc2a2I‘(2b + 2)

= a2At

(11-46)

The probability for a snow particle of the diameter D to be converted into a graupel

particle in unit time is given by

1 2Atn(D)CL(D) n(D)CL(D)
P D)= — ~ -

rob(D) 5 A7 Win (1, Am,, Ay (11-47)

The approximate expression holds for most D (D > Dsc/a?).
The number generation of graupel due to riming of snow is given as
D)CL(D

Nscng = / Prob(D)f(D)dD ~ / f’i—)———(-—) £(D)dD. (11-48)

In evaluating the above integral,

£(D) = ND exp(~A.D) | (11-49)

is used instead of
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f(D) = Ny exp(—=A,D), - (11-50)
in order to avoid over-estimation of the number concentration for small D (snow particles
of D < 100um are categorized into pristine ice crystals, and should not be counted).

Nscng is approximated as

Dsc oo
¢ CL(D) CL(D)?
N = DYdD 4+ 2aAt —_—
scng /0 » f(D)dD + 2a /Dsc zg f(D)dD

(ADsc)*/?

N,
= coef}\3/g [—z exp(—2%) + /exp(—zz)dz]
X] ) 0

Ny exp(—AsDsc)

+ (a2At)coef? S , (11-51)
where
Po 172 34 EscpQc '
coef = (£2) eTTPRC (11-52)
p 2(pg — ps)
"The equation might be further simplified as
2
po [ 3maspQcFEes\” Ny
N == —— 2A -
= ( 2(pg — ps) ) Wit (11-53)

for the case of small ADsc (small a2A¢, small Qc, large Qs and small Ns). For example,
Eq. (11-53) gives only 10% overestimation of Nscng for the case of (ADsc = 0.37, a2At =
100sec, Qc = 10~%kg/kg, Qs = 0.5 x 10~ 3kg/kg, Ns = 3.4 x 103m~?), while this gives 50%
overestimation of Nscng for the case of (ADsc = 1.5, a2At = 100sec, Qc = 2 x 107 3kg/kg,
Qs = 0.5 x 10 3kg/kg, Ns = 3.4 x 10°m~3). 7 ‘

The amount of snow converted into graupel as embryo is given as (see Murakami, 1990,
(M-43)) |

Pscng =’/ %DSPSProb(D)f(D‘)dD o p p_’p Pg.sacw. (11-54)
. '] ]

The amount of riming consumed for the growth of snow itself is
Ps.sacw = Psacw — Pg.sacw,

where Psacw is given by (L-24).
Dependency of Pg.sacw and Pscng on a2 At is shown in Figs. B-11-6. and B-11-8.

c¢) Collision between rain and snow (see Fig. B-11-2c)

- For collision between rain and snow, the accretion rate of rain by snow is
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Psacr = %/oo /oo ;—r(Dr + Ds)*Ers|Ug, — Ud,|pw%Dr3Nr0 exp(—A.Dr)Nyo
A x exp(—AsDs)dDrdDs. (11-55)
In most of models so far, the following approximation is used for the differential velocity;
|Usr — Uas| = Uy — U
This approximation underestimates Pracs when the value of U, is close to U,. To remedy
this underestimation, we used the following approximation proposed by Mizuno (1990a)

who obtained the exact value of the intergral of Eq. (11-55) analytically for the case of
b, = b, = 0.5,

|Udr — Uss| \/ (aU, — BU,)2 ++U, - U, (11-56)

wiht @ = 1.2, 8 = 0.95 and v = 0.08. The approximation expressed by Eq. (11-56) yields

Psacr = szrs\/(aU, - BU,)? + 7ﬁrﬁ3 %"NTON,O (/\25)\3 + )\;>\§ + )f‘;iﬁ) )
, ‘ (11-57)
where the collection efficiency of snow for rain (or that of rain for snow), Ers, is assumed to
be unity. Eq. (11-57) is used for the case shown in C-3 where b, is not equal to 0.5 but 0.8.

The accretion rate of snow by rain is

— — — 5 2 0.5
Pracs = 12Ersy/ (aU, — U,)2 + U, T. 2NN,
V(e U 47 p ot \ s, T ome T e

, (11-58)
with a = 1.2, §=0.95 and v = 0.08.

The number of collisions between snow and rain particles in unit time is given as

Nsacr = Nracs :/ / g(Dr -+ Ds)zErs]Udr — Uy,
. o Jo .

X Nyo exp(—A,Dr)Ny exp(—A,Ds)dDrdDs. (11-59)

Mizuno (1990b) obtained the exact value of the above integral analytically, and he proposed
the following approximation for the case of b, = b, = 0.5 to Eq. (11-59):

Nsacr = Nracs

= Z—,E’I"S'\/(aﬁp, - Un,)z +ﬂﬁn,ﬁn, NTONJO

X / / (Dr + Ds)? exp(—A.Dr) exp(—\,Ds)dDrdDs
o Jo

L1t
XX, AR TR (11-60)

= 5B <. 4 0T, Tr, Nl
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where @ = 1.7 8 = 0.3 and the collection efficiency of snow for rain (or that of rain for

snow), Ers, is assumed to be unity. Eq. (11-60) is used for the case shown in C-3 where b,

is not equal to 0.5 but 0.8.

The portion of the accreted rain by snow consumed for production of graupel in mass is
Pg.sacr = (1 - a,,)Psacr, (11-61)

where (1 — a,,) is the ratio at which the collisions between raindrops and snow particles

result in graupel production. The equation chosen to express aps (Murakami, 1990: (M-25))

is

Ops = Pgﬁ[%r _ m? . : (11.62)
a[A] e [£] ™™ o

The portion of the accreted snow by rain consumed for production of graupel in mass is

Pg.racs = (1 — a5 )Pracs. - (11-63)
The portion of the accreted rain by snow consumed for production of snc.)wk is
Ps.sacr = a,,Psacr. ‘ (11-64)
The number of graupel particles generated by collision of snow é,nd rain is
Ng.racs = (1 — a.,)Nracs = Ng.sacr. (11-65)

A similar approximation is used in deriving the rates involving collision between graupel
and snow and between graupel and rain. Collision between graupel and snow is almost

suppressed in the simulation shown in C-3 by setting Esg = 0.001.

d) Graupel generation via collision between ice and rain

The number of graupel generated via collision between ice and rain is given as
Niacr = Nraci = ¢ / Dr*UrNiN,g exp(—=\.Dr)dDr
0
1/2
_ T LB +b) o (p_o)

T4 Ar3tos

= Praci(Ni/Q1). (11-66)
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The mass of cloud ice accreted by rain, Praci, is given by (L-25).

e) Graupel generation via immersion freezing of rain
The number of graupel generated via immersion freezing of rain is given, based on Bigg
(1953) as \ _
Ngfar = B"% / D3Ny, exp(—A,D)dD = B"wNo- A%, (11-67)

where B" = B'(exp(A(To —T)) —1), B' = 100 (m™3s7!) and 4’ = 0.66 (K!). The increase
in mass, Pgfzr, is given by (L-45). V

B-11-5. Production terms for cloud water
a) Conversion from water vapor into cloud water (Pcend)

;‘Instantaneous adjustment procedure” is applied to the newly time-integrated Qc, 4
and Qv in which advection, diffusion and cloud microphysical terms are taken into account
except for the term (Pccnd) discussed here. During condensation or evapration, pressure is
assumed to be invariant. Let Qc + AQc, Qu + AQu and § + A# be the adjusted values for
Qc, Qu and 6. Let Qusw(4, ‘P) be the saturation mixing ratio of water vapor with respect
to water.

1) If Qusw (6, P)> Qv and Qc = 0, then no adjustment is made.
2) Otherwise, adjustment is made as below. The following equation is solved up to the

second-order approximation in A§:

Qu+ AQu = Qusw(f + AB)

~ Qusw(6) + (8Qusw/98)(0) A8 + 0.5(8% Qusw/86)(0) A4, (11-68)
CpIT A§ = —L,AQu, ‘ (11-69)

AQu = —AQc. (11-70)
The equation to be solved for Ad is |
Qu — Qusw(f) = (CpII/ L, + (0Qusw/86)(6)) A0 + 0.5(0* Qusw/96%)(9) A8%.  (11-71)

The first guess of Af is given as

AO‘ _ Qv — Qusw(h)
' G IT/L, + (0Qusw/86)(6)”

(11-72)
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The second guess of Af is given by use of Af; as

vA92 ' Qu — Qusw(8)

T C,I/L, + (0Qusw/86)(0) + 0.5(?Qusw/H6%)(0) Ab; (11-73)
Pecnd = (Cpﬂ /L) Aby/2At. (11-74)

Usually, this second guess is accurate enough.
A similar procedure is applied for the deposition of water vapor to form cloud ice at

T. < —40°C (Pidsn), using Qusi and L, instead of Qusw and L,.

B-11-6. Production term for rain
a) Conversion from cloud water into rain
The collision and coalescence of cloud droplets to form raindrops has been parameterized

in different ways. “Kessler’s parameterization” (Cotton and Anthes, 1989, §4-3-1) is

Pcenr = a(Qc — Qo) H(Qe — Qo) (11-75)

where H is the Heaviside function (Q,, is the threshold value for conversion). Tkawa (1988)
used this parameterization with a = 1073571, Q., = 1073.
Cotton (see Cotton and Anthes, 1989) modified this by making a and Q., dependent

on Qc and the prescribed number concentration of cloud water, Nc:

_AwpuNerd,

) Qco 3p

=4x1072Ne  (for rem = 107°m), (11-76)

a=rEccUsNer? =13 x 103Qc/3 N1/ (%) . (11-77)

Lin et al. (1983), Nickerson et al. (1986) and Matsuo and Mizuno (1988) proposed the
parameterization based upon Berry (1968) or Berry and Reinhardt (1973):

Peenr = aQc?, ' (11-78)

where o is function of Qc, Nc and dispersion of the size distribution. Lin et al. used a

modified form of the relation suggested by Berry (1968). It may be written as
Peenr = p(Qc — Qco)?[1:2 x 107* + {1.569 x 10712 Ny /[Do(Qc — Qeo)}™F,  (L-50)

where N; is the number concentration of cloud droplets-and Do the dispersion (0.15) of
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cloud droplets distribution. When the amount of cloud water exceeds Q.,, raindrops are
formed. The introduction of the threshold in (L-50) is an empirical modification to Berry’s
original form made to better simulate observations ofvﬁrst echoes. Lin et al. reported that,
for cold-based clouds typical of the northern High Plains region, they normally turned off
Pcenr consistent withv observations which indicate that the collision-coalescence process is
rarely active.

For the simulation of the convective snow cloud to be shown in C-3, “Kessler’s parame-

terizaiton” is used for simplicity and uncertainty.

B-11-7. Some numerical artifices

In leap-frog time integration, the values not at the central time step (it) but at the old
time step (it — 1) is used for evaluating cloud microphysical production terms to maintain
numerical stability.

Sometimes, some sink terms of cloud microphysical processes become so large that the
mixing ratio at the next time step (it + 1) becomes negative. A basic remedy for preventing
this is to adopt smaller At at the expense of computational time. However, instead of doing

50, sink terms are always adjusted in order to fulfill the following constraint:

Qz :
Paqaq < o4 | (11-79)

Sometimes, mass (Qz) becomes negative due to finite discretization errors in advection
term in spite of the above-mentioned adjustment on Pqqqq. Negative mixing ratios are forced
to be zero. If the values at the neighboring grid points are greater than zero, a certain value
is subtracted from them, in order to maintain the conservation property of Qz as much as
possible.

Sometimes, imbalance between mass (Qz) and number (Nz) occurs mainly due to nu-
merical errors, especially for small Qz (< 10" kg/kg), and gives rise to erroneous results
and numerical troubles (overflow etc.). To prevent this, Nz is adjusted for the given Qz to

fulfill the following constraints:

for cloud ice

0.5 ] ;
____XLQZ.< Ni< 100 LQZ

M4 max mio

3 Mimax = O~8m30 . (11-80)

for snow and graupel
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Pz

1077 x (ﬂ%) < Nz < 100x(

Mo

Appendix B-11-1. List of symbols

N, 3/4 ' 1/4 . ' 1/4
()" (2)" << (2"

PaT

).

(11-81)

(11-82)

In this list, L-nn, CT-nn and M-nn indicate that these terms are giveri by the formula

nn in Lin et al. (1983), Cotton et al. (1986) and Murakami (1990).

Notation
Value

QAc

Qg

a;

Description

Unit

constant in empirical formula for Uy,
constant in empirical formula for Uy,
constant in empirical formula for Uy;
constant in empirical formula for Uy,
constant in empirical formula for Uy,
constant in Bigg’s equation

constant in empirical formula for Uy,
constant in empirical formula for Uy,
constant in empirical formula for Uy;
constant in empirical formula for Uy,

constant in empirical formula for Uy,

_ constant in Huffmann and Vali’s equation

constant in Bigg’s equation

specific heat of air at constant pressure

diameter of graupel

diameter of rain

diameter of snow

mean diameter of cloud water
mean diameter of cloud ice °

diffusivity of water vapor in the air

3x 1077
124
700
842
17 -
0.66
2.0
0.64
1.0
0.8
0.5
4.5
100
1005




Ecg

FEer

Ecs

Eig

Eis
Erg
Ers
Esg
Ess
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collection efficiency of graupel for cloud water

Stk?/(Stk + 0.5)% (Murakami, 1990; Lew et al.,
1986)

collection efficiency of rain for cloud water

Stk?/(Stk + 0.5)?

collection efficiency of snow for cloud water

Stk?/(Stk + 0.5)°

collection efficiency of graupel for cloud ice

collection efficiency among cloud ice particles.

collection efficiency of snow for cloud ice
collection efficiency of graupel for rain
collection efficiency of snow for rain
collection efficiency of graupel for snow
collection efficiency among snow particles
gravitational acceletation

latent heat of fusion

latent heat of sublimation

latent heat of evaporation

mass of the smallest cloud ice

mass of the smallest graupel particle
mean mass of rain

mean mass of snow

mass of the smallest snow particle
number concentration of cloud water
parameter of graupel size distribution
number concentration of cloud ice
parameter of Fletcher’s equation: (M-26)
parameter of rain size distribution
number concentration of snow
parameter of snow size distribution
number of collisions between rain and cloud ice
in unit time: (11-66)

decrease in number concentration of cloud ice by

— 04 —

0.1
0.1
1.0
1.0
1.0
0.001
0.1
9.8 ms—2
3.34 x 10° Jkg™!
2.83 x 10% Jkg~?
2.5x10% Jkg™?
1x1071% kg
1.6 x 1071%kg

kg

kg
4.4 x 107 kg
1.0 x 108 m™3
1.1x 108 m™
=3
1.0 X 102 m~3
8.0 x 106 m*
m—3

1.8 x 106 m—*



Technical Reports of the MRI, No. 28 1991

aggregation (M-39)
Nicng number generation rate of graupel due to accre- _ m~3s71
tion of cloud water by cloud ice: (11-37)
Nicns ~ number generation rate of snow due to deposi- m;3s‘1
tional and riming growth of cloud ice and aggre-
gation of cloud ice: (11-31) ‘
Nidsn number generation rate for deposition/sorption m~3s~1
nucleation of cloud ice at the expense of water
vapor (M-29) (11-17)
Nifzc number generation rate of cloud ice due to ho- m3s~!
mogeneous and heterogeneous freezing (M-30) of
cloud water: (11-19)
Nimlt number generation rate for melting of cloud ice m~3s~1

to form cloud water

‘Nispl number generation rate for ice splinter multipli- . m3!
| cation of cloud ice: (11-23) ‘
Ngaci . number of collisions in unit time between cloud : m~3s71
ice and graupel
Ngacr number of collisions in unit time between rain m—3s~!
and graupel; similar to Nsacr
Ngacs number of collisions in unit time between snow ’ m~3s~1

and graupel; similar to Nsacr

Ngfar number of rain drops which freeze to form grau- m~3s~!
pel: (11-67)
Ng.raci generation rate of graupel by collision between m~3s~!

cloud ice and rain

Ngpre rate of change in numbér concentration due to - m~3s7!
the precipitation of graupel: (11-12)

Ng.racs generation rate of graupel by collision between _ m~3s71

=Ng.sacr  snow and rain: (11-65)

Nraci number of collisions in unit time between rain m—3s71
and cloud ice: (11-66)

Nracs number of collisions in unit time between rain m~3g—1
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Nsacr

Nsaci

Nsag
Nscng
Nsprc

Pcend

Pcenr

Piacw

Pi.iacw

Piacr
Picng

Picns

Pidep

Pidsn
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and snow: (11-60)

number of collisions in unit time between snow
and rain: (11-60) '

number of collisions in unit time between cloud -

ice and snow: similar to Niacr

decrease in number concentration of snow by ag-
gregation (M-44)

number genration rate of graupel due to the rim-
ing growth of snow to form graupel: (11-51)
rate of change in number concentration due to
the precipitation of snow: (11-12) -
condensation of water vapor in unit time to form
cloud water which is calculated by “instantane-
ous adjustment procedure”: (11-74)

generation term of rain via collision and coales-
cence of cloud droplets: (11-75 ~ 76)

accreted cloud water by cloud ice in unit time
which is the sum of Pijacw and Pg.iacw:
(11-25)

portion of accreted cloud water by cloud ice in
unit time to be consumed for riming growth of
cloud ice itself: (11-26)

production rate for accretion of rain by cloud ice
(L-26)

generation rate of graﬁpel in mass due to accre-
tion of cloud water by cloud ice: (11-36)
generation rate of snow in mass due to deposi-
tional and riming growth of cloud ice and aggre-
gation of cloud ice: (11-30)

production rate for depositional growth of cloud
jce: (11-24) |

generation rate for deposition/sorption nuclea-

tion of cloud ice at the expense of water vapour
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Pifzc

Pimlt

Pispl

Pgaci

Pgacr

Pgacs

Pgacw

Pgdep

Pgfzr

Pg.iacw

Pgmlt

Pg.racs

Pg.sacw

Pg.sacr

Pgwet
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(M-29)

production rate for homogeneous and heteroge- -
neous freezing (M-30) of cloud water to:form
cloud ice: (11-20)

production rate for melting of cloud ice to form

cloud water

production rate for ice splinter multiplication of
cloud ice at riming process (Hallet-Mossop, 1974)
(11-21)

production rate for accretion of cloud ice by grau-
pel (L-41) | ’
production rate for accretion of rain by graupel

(L-42)

production rate for accretion of snow by graupel

(1-29)

production rate for accretion of snow by graupel

(L-40)

rate for depositional growth of graupel, similar to
(11-33)

probabilistic freezing of rain to form graupel (L-
45)

portion of the accreted cloud water by cloud ice
which is converted into graupel

production rate for graupel meltixig to form rain,
T > Ty (L-47)

portion of the accreted snow by rain which is con-
verted into graupel: (11-63)

portion of the accreted cloud water by snow
which is converted into graupel: (11-47)

portion of the accreted rain by snow which is con-
verted into graupel: (11-61) |

wet growth of graupel; may involve Pgacs and

Pgaci and must include Pgacw or Pgacr, or both.
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Pgdry

Pgpre

Praci

Pracw

Prevp

Praci

Pracs

Prprc

Psacw

Ps.sacw

Ps.sacr

Psacr

Psaci

Pscng

Psdep

Psmlt

Psprc
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dry growth of graupel; involves Pgacs, Pgaci,
Pgacw and Pgacr (1-49)

rate of change in mixing ratio due to the precip-
itation of graupel: (11-14)

production rate for accretion of cloud ice by rain
(L-25)

production rate for accretion of cloud water by
rain (L-27)

production rate for rain evaporation (L-52)
generatin rate of graupel by collision between
cloud ice and rain (L-25)

production rate for accretion of cloud water by ‘
snow: (11-58)

rate of change in mixing ratio due to the precip-
itation of rain: (11-14) .

accreted cloud water by snow which is the sum
of Ps.sacw and Pg.sacw. (L-24)

part of accreted cloud water by snow which is
consumed for riming growth of snow itself:
Ps.sacw=Psacw—Pg.sacw

portion of the accreted rain by snow which is con-
sumed for the growth of snow: (11-64)

accreted rain by snow: (11-57)

production rate for accretion of cloud ice by snow
(L-22)

generation of graupel in mass due to the riming
of snow: (11-54)

production rate for depositional growth of snow:
(11-33 ~ 34)

production rate for snow melting to form rain (L-
32) '

rate of change in mixing ratio due to the precip-

itation of snow: (11-14)
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Qusw

Qusi

Stk

ars

aSCﬂg
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saturation mixing ratio for water vapor with re-

spect to water

-saturation mixing ratio for water vapor with re-

spect to ice

mean radius of cloud ice

radius of the smallest snow

gas constant for water vapor
saturation ratio over ice, Qu/Qusi
saturation ratio over water, Quv/Qusw

Stokes number for mass-weighted mean size of

- cloud water and precipitable hydrometeor, z (Eq.

(11-26)). D2Uzp,,/(9nDx)

temperature

temperature at the freezing point

temperature in Celsius 7' — T

supercooled temperature (T — T')

terminal velocity of cloud water of radius De¢
terminal velocity of graupel of radius Dg
terminal velocity of cloud ice of radius D3
terminal ivelocity of rain of radius Dr

number weighted mean terminal velocity for
graupel

number weighted mean terminal velocity for rain
number weighted mean terminal velocity for snow
mean terminal velocity of cloud water
mass-weighted mean terminal velocity of rain
mass—Weighted mean terminal velocity of snow

dispersion of the fall velocity spectrum of cloud

ice: (11-62)

the ratio at which collision between rain and snow

generates not graupel but snow

tuning parameter associated with the dispatcher

function which determines the portion of the ac-

m
0.75 x 10~ *m
461.5 Jkg 1K1

273.16 K

0.25
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creted cloud water by snow to be consumed for
graupel generation: (11-43)

parameter in Fletcher’s equation (M-28) 0.6
thermal conductivity of air 2.4x1072
non-dimensional pressure

slope parameter in graupel size distribution

slope parameter in rain size distribution

slope parameter in snow size distribution

diffusivity of water vapor

dynamic viscosity of air

viscosity of air 7 = pv.

air density of the basic state

air density of the basic state at z =0 m

density of graupel 2.0 x 102
density of cloud ice 5.0 x 102
density of snow 8.4 x 101
density of water 1.0 x 10°
time step of leap-frog time integration 4.0

physical processes

Figures of production terms for elementary cloud micro-

Production terms (Pqqqq) are plotted under several conditions in Fig. B-11-4 ~B-11-10.

The parameters are the same as in Table B-11-1 except for rq = 50um. For a given Qi, Qs

and Qg, Ni, Ns and Ng are computed from Eq. (M-28) and Eq. (11-11) using the prescribed

N,p and Ny (see Table B-11-1), respectively. The ordinate denotes log;,(Pqqqq), where the

unit of Pqqqq is s~!. Sensitivity of Pscng and Pg.sacw (see Eqs. (11-54), (11-46)) to the
parameter a2At used in Eq. (11-43) is shown in Figs. B-11-6 and B-11-8. In the following,

the parameter a2At used in Eq. (11-43) is set to 40, unless specifically mentioned.
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Fig. B-11-4 Cloud microphysical processes involving cloud water as a function of Q¢ varying from 0 to
2 g/kg, under the condition of T, = —20°C, P = 700 hPa, Qv = Qusw, Qr = 0, Qi = 0,
Qs = 0.5 x 1073 kg/kg and Qg = 0.5 x 10~3 kg/kg.
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Fig. B;11—5 Cloud microphysical processes involving snow as a function of Qc: varying from 0 to 2 g/kg,

under the condition of T. = —20°C, P = 700 hPa, Qv = Qusw, Qr = 0,.Qi = 0, Qs =
0.5 x 103 kg/kg and Qg = 0.5 x 103 kg/kg. :
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Fig. B-11-6 Cloud microphysical processes involving graupel as a function of Qc varying from 0 to 2 g/kg,
’ under the condition of T. = —20°C, P = 700 hPa, Qu = Qusw, Qr = 0, Qi = 10~ Ni/p
(Ni = 10% m~3), Qs = 0.5 x 10~3 kg/kg, Qg = 0.5 x 10~3 kg/kg and a2At = 10 (see Eq.

(11-43)). Pg.sacw’s for a2At = 40 and 160 are added for comparison.
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Fig. B-11-7 Cloud microphysical processes involving cloud ice as a function of pQi varying from 0 to
Ni x mso, under the condition of T, = —20°C, P = 700 hPa, Qv = Qusw, Qe = 1.0 x 10~3
kg/kg, Qr = 0, @s = 0.5 x 1073 kg/kg and Qg = 0.5'x 10~3 kg/kg. The abscissa denotes
pQi = Nixm,q x(j/20), where j varies from 0 to 20, m,o = 0.44 x10710 kg and Ni = 103m 3.
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Fig. B-11-8 Cloud microphysical processes involving snow as a function of Qs varying from 0 to 2 g/kg,
under the condition of T, = —20°C, P = 700 hPa, Qv = Qusw, Qc = 0.5x10~3 kg/kg, Qr = 0,
Qi=0, Qg = 0.5 x 103 kg/kg and a2At = 10 (see Eq (11-43)). Pscng’s for a2A¢ = 40 and
160 are added for comparison.
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Fig. B-11-9 Cloud microphysical processes involving graupel as a function of Qs varying from 0 to 2 g/kg,
- under the conditon of T, = —10°C, P = 850 hPa, Qv = Qusw, Qc = 0.5x 103 kg/kg, Qr =0,
Qi =0 and Qg = 0.5 x 1073 kg/kg.
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Fig. B-11-10 Cloud microphysical processes relevant to forming a cold dome as a function of relative humidity
varying from 0 to 100%, under the condition of T = 1°C, P = 970 hPa, Qc = 0, Qr = 0.5x10~3
kg/kg, Qi =0, Qs = 0.5 x 103 kg/kg and Qg = 0.5 x 10~ 3 kg/kg.
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B-12. Computational diffusion

Artificial computational diffusion terms are added to the diffusional term by subgrid
scale turbulence (Egs. (10-16) and (10-17)) in order to suppress computational noises and to
overcome some problems near the upper and lateral boundaries. In leap-frog time integration
from the time step ‘it — 1’ to ‘it 4 1’, these terms are evaluated using the values at the time

step ‘it — 1’ instead of ‘¢’ in order to maintain numerical stabﬂity. »

i) Nonlinear damping Dn (Nakamura, 1978)

DXx3 8 (|of| of
D =72 T (|24 2D
™I) = S ALAT] 95 ( oz 81;)
DZz? 8 (lo(f - 7. af-f
. B (| = fet)|of = fext)) )
8m,At|Af| 0z 0z 0z
where f.ext denotes the horizontally averaged value of initial f.
ii) Fourth-order linear damping for sﬁppressing mainly 2-grid noises is given as
—~DX*EKH(k) FKMXF(k) 6*
Dy(f) = () (k) O°F (12-2)

16m4e At ozt’

iti) Rayleigh damping near the upper boundary to prevent the false reflection of internal

gravity waves from the upper rigid wall.

D) = 5y (1+ cos (ZE=2)) (5 - gy (12:3)

for z > 24.

Here, LZ is the height of the model domain.
iv) Rayleigh damping near the lateral boundary is imposed in order to prevent the false

reflection of internal gravity waves from the lateral boundary, enforce the environmental

external conditions and suppress noises.
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Due(f) = — 2m; = (1 + cos ("(L’; ))> (f — feext) (12-4)

forxz > LX — zg4.

D.o(f) = ;ﬁZA_t <1+cos( )) (f — fext)

for ¢ < z4.
Here, LX is the width of the model domain.
v) Damping in the time integration schemes
v-1) Asselin’s time filter
F(it) = £7(5t) + 0.50(f (it + 1) — 27 (dt) + f(it — 1)) (12-5)

v-2) a parameter used in E-HI-VI scheme (Eq. (3-4))
v-3) [ and v parameters used in E-HE-VI scheme (Egs. (4-4) and (4-5))
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B-13. Initial set-up procedures

B-13-1. Preparation of eigen-vectors and eigen-values
After variable grids are generated (see D-4), matrix A4, Y4, B and Yz which are used in
the finite discretization expression of the pressure equation (see section B-6) are generated,

and the generalized eigenvalue problems
AP =Y,PA(A) and BQ=YgpA(B) (see Eq. (6-17))

are solved by Jacobi method. Eigen-vectors, P and Q, are arranged in the decreasing order

of their eigen-values. They are stored in magnetic tape.

P.G.
sub.CVEVSI —--—- INIVGL - - — - - GMAT - - - - - VRGDIS
————— JACOBI
S ——— arrange eigén-vectors

————— normalize eigen-vectors

————— store eigen-vectors and values in magnetic tape.

B-13-2. Initial environmental fields .

Currently, vertical profiles of u, v, @ and Qv without any horizontal variation can be
specified in the input parameter list (arrays.KZIN and VALIN). The specified values for u
and v are not for pG*/2u but for u; those for O are biased (Oinit = Otnput + Obias); those for
Qu are specified in relative humidity.

Inputted u is converted to pG*/2u and is stored in array U and is predicted. § = O3 —
Obpias is stored in array PT and is predicted. From inputted relative humidity, the mixing

ratio of water vapour is calculated and stored in array QV and is predicted.

P.G.

See D-6 and sub.INIFLD, INIVAL, GENPTD, QVSATTU.

B-13-3. Reference atmosphere -

From the given initial vertical profile Oinit(2), Oret(2) is detérmined in the following
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form:
Oret(2) = az + Ores(20) for zp <z < 21,
Oret(2) = c(z — 22)® + b(2 — 22) + Orer(22) for 21 <z < 29, (13-1)
Orei(z) = b(z — 22) + Orer(22) for z9 < 2 < 2z,
where
_ @ref(zl) - Gref(zo) )
N Z1 — 20 ’
b= @tef(zt) - @ref'(zZ), > N (13_2)
Zt — 23
_ Orei(21) = Oreg(22) = B(21 — 22)
- (z1 — Z3 )2 ) /

Here, zp is Om and z is the height of the model domain.
O, is required to be as close as possible to @;,;:, and as smooth as possible.

Once O, is determined, nondimeﬁsional pressure of the reference atmosphere, IT,.s, is
determined from hydrostatic ba,la.ncé as follows:

aﬂref . g9

92 ""C_p @ref(z)7 (13-3)

with the lower boundary condition of II;sx=1 = 1. Prer and Tier are obtained from [T,

and Oef; P = Pret is obtained from the state equation of gas.

P.G.

See sub.ORGINO; sub.CREFST; Ot(z,£) is set in array VPTREF.

B-13-4. Reduction methods of initial shocks in the presence of ‘mountains
a) Mountain growing method

Mountain shape function is expressed as

. Z,(:c,y) = h(t)ZsO(m, y)’ : : (13'4)

where the maximum value of Z, is one. h(t) is linearly raised up to Zi,, for the first 600

time steps at every 6 time steps. In accordance with the time change of Z,, metric tensors
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such as G*/%, G** and G*® and pG'/? are changed. In accordance with the time change of

PG*/?, time derivatives of U = pG*/?u and V = pG'/?v and W = pG'/?w are changed as

follows:
d(pG*/*u) _ a(ﬁGl/z) +5612 %% Ou
ot at ot
F) -—Gl/2 . . )
= (Lat—) u+ (—ADVU - PFX) (13-5a)
Eq. (1-34) is changed into
_apdE _ H (¢ (0Z,dz  8Z
G1/2 _ 1/2 [ S s 4T O4s
it el learvtr e \E Y\t e
aGl/Z
1/2 13
= 5GY/ [G1/2w+G u—l—G1/2( — &), ] (13-5b)

At the upper and lower boundaries, W* is zero. The upper and lower boundary conditions
for the pressure equations such as Egs. (2-8), (3-58) and (4-10) are changed in accord to the
change of Eq. (1-34) into Eq. (13-5b).

P.G.

See D-6 and sub.ADJUVW and ORGINO in mem.SFXTPG1. Z,, is specified in the
input parameter list VALIN(35,4).

b) Wind growing method
U is linearly increased from 0 to Uy, (initial environmental field of U) by Rayleigh
friction for the first 600 time steps. Uy is changed at every 6 time steps for the first 420

time step as follows:
it

Uexi = 20

Usnit (13-6)

Rayleigh friction is imposed at every time step over the entire domain for the first 600 time

steps as

Uzt -1
. vV ext
(AD U = —

8(pG /?u)

= ) - PFX (13-7)

P.G.

See sub. WDGRW2 in mem.SFXTPGIL.
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B-13-5. Initialization of pressure in elastic models

To prevent the excitation of sound waves from the initial fields,
DIVT(U®, Vi, W) =0, it =0

is necessary. But this alone is not sufficient to ensure the non-divergence of the wind field at
the next time step, DIVT(U#*+!, Vit+l Wittl) — 0. The condition that pressure satisfy the
pressure equation of AE is necessary. This ensures DIVT(U®+!, Wi+1) = 0 as discussed by
Ikawa (1988). In E-HI-VI and E-HE-VI, the pressure obtained from the pressure equation

of AE is given as the initial pressure.
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So far, the model has been successfully applied to simulations of convective clouds
(Ikawa et al., 1987; Ikawa, 1988), mountain waves (Ikawa and Nagasawa, 1989; Tkawa, 1990;
Saito and Ikawa, 1991) and orographic convective rainfall (Tkawa, 1985). However, they are
mostly 2-dimensional. The verification of the model was made by comparing model results
with 2-dimensional nonlinear analytic solutions of hydrostatic mountain waves by Lilly and
Klemp (1979) (see Ikawa, 1988; Saito and Ikawa, 1991). In this chapter, the model will be
checked against 3-dimensional linear analytic solutions of nonhydrostatic mountain waves.
3-dimensional simulations of local winds and convective snow clouds will be shown, with

more refined and sophisticated parameterizations of physical processes than the older ones.

C-1. Verification of the model against 3-dimensional linear
analytic solutions of nonhydrostatic mountain waves

In this section, the model-simulated mountain flow over a 3-dimensional mountain is

verified by comparing it with the linear analytic solutions by Smith (1980).

C-1-1. Linear analytic solutions of 3-D nonhydrostatic mountain waves

For the steady flow of a vertically unbounded stratified Boussinesq fluid over a 3-
dimensional small-amplitude topography, the following equation for vertical displacement
of stream line §(z,y, ) is obtained:

62 N2

where V2, = 0%/0z + 8 /8y?, V% = V% + 8*/82%, N is the Brunt-Vaisila frequency, and
U is the environmental wind speed.
With constant N? and U?, the solution of Eq. (1-1) is easily obtained by using double

Fourier transform analysis:

§(z,y,2) = / / Z7 (k, D)eim=eilk=+19) drdl, (1-2)

where Z7*(k,1) is the double Fourier transform of the mountain shape Z4(z,y) defined as

1 oo —ilke
Z;V(k, l) - 472 // Z,(m,y)e (k1) d.’l:dy, (1'3)
—o0

m in Eq. (1-2) is calculated by the horizontal wave number vector (k, 1) as follows:

— 113 —




Technical Reports of the MRI, No. 28 1991

- k2 4 lZ N2 . '
2 _ 2 )
For k% > N2/U?, the positive imaginary root of Eq. (1-4) is chosen, and for k* < N?/U?,
the sign of m is chosen to be the same as that of k in order to satisfy the upper radiation
condition.

For the case of hydrostatic approximation, Eq. (1-4) is further simplified as follows:

N (K +13)/2

U k

(1-5)

Once § is obtained, the vertical velocity component w is easily obtained using the kinematic
condition for steady flow

- J-—. 1-6
kw UB:I: | , (1-6)

The bell-shaped mountain with circular contours

h

fm . — 2 2 1/2 1_7
(rz/a2+1)3/2’ r (iB +y) ( )

Z_,(:L', y) =

is used for an example of mountain shape, where “h,,” is the height of the mountaintop
and “a” is the horizontal scale of the mountain. h,, is set to 100m, and typical atmospheric
values of U = 8m/s and N = 0.01s™! are chosen.

The analytic solution is. calculated by ‘using discrete complex Fourier transform. The
mountain shape Z,(z,y) is discretized on the grid mesh with an interval Az = Ay = a/3.

The mesh size Nz = Ny = 128 is used.

C-1-2. Description of the numerical model

Numerical simulation is also performed and the experimental result is compared. In
the simulation, the horizontal grid interval of Az = Ay = a/3 is used, while the variable
grid interval Az = 40m ~ 1200m is used for the vertical grid interval. The grid number
of (Nz, Ny, Nz) = (60, 40, 32) is used for Cases a) and b), while (Nz, Ny, Nz) =
(60, 21, 32) is used for Case ¢). The time interval At = 30sec is used. The anelastic scheme
with Boussinesq approximation is employed, and an absorbing layer is imposed at the highest
10 layers to prevent a false reflection of mountain wave from the upper boundary. Open lateral
boundary condition is employed except bfor Case ¢). For the smooth start-up, the mountain
height is initially set to zero, and it is raised linearly to the ordinary height (100m) during

the first 60 time steps, equivalent to the model time of £ = 30min.
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C-1-3. Comparison between numerical and analytic solutions
a) Case with wide horizontal scale mountain shape

Firstly, we show the comparative results for the case of wide horizontal scale mountain
shape. In Eq‘. (1-7‘), the horizontal scale “a” is set to 6km. In this case, the product of the
Scorer number N/U and “a” is 7.5, which means that the horizontal scale obf the mountain
is much larger than the distance of down-wind drift during a buoyancy oscillation. The
nonhydrostatic effect is expected to be small. The horizontal grid interval of Az = Ay = 2km
is used for the calculation of the analytic solution and the numerical simulation.

Figures C-1-1 a) ~ d) show the vertical velocity w at various levels obtained by the non-
hydrostatic analytic solution. In these figures, the altitudes are z = 2.44km, 1.30km, 0.74km
and 0.34km in order, and correspond to 2N/U ~ =, /2, w/4 and /8. The mountaintop is
located.at z = y = 127km, and the area from z = 96km to z = 190km and y = 96km to
y = 158km is shown. Near the ground, the pattern of the updraft in the windward side and
the pattern of the downdraft in the lee side are roughly symmetric as shown in Fig. C-1-1
d). However, the updraft in the windward side diminishes with the height, and it almost
disappears in Fig. C-1-1 b) (z = 1.3km). On the other hand, another U-shaped updraft re-
gion develops in the lee, and the patterns of the vertical velocity become asymmetric further
aloft.

Figures C-1-1 ¢) ~ h) show the vertical velocity w at various levels obtained by the
numerical simulation after 240At (¢ = 120min). In these figures, the altitudes are about
2.44km,\ 1.30km, 0.74km and 0.34km above the ground surface-in order, and correspond to
the 12th, 9th, 7th and 4th level of the model. In this case, the dimensions of the model
domain are (Lz, Ly) = (118km, 78km), and the mountaintop is 1oéated at £ = y = 39km.
The area from z = 8km to z = 102km and y = 8km to y = 70km is shown in these figures.

As shown in Figs. C-1-1 g) and h), near the ground the pattern of w by the model agrees
well with those by the analytic solution except for the small numerical noises. Further aloft,
although the width of the U-Shaped updraft region in the lee in Fig. C-1-1 e) is somewhat
smaller than in Fig. C-l—lka,), the characteristics of the pattern of w by the analytic solution
are well reproduced by the simulation.

Figures C-1-3 a), b) show the vertical cross-section of w through the vicinity of the
mountaintop (at y = 126km) obtained by hydrostatic and nonhydrostatic analytic solutions.
They quite resemble each other sincé the hydrostatic‘ approximation is applicable in this case.

Fig. C-1-3 c) shows the vertical cross section of w through the vicinity of the mountaintop
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Fig. C-1-1 a) ~d) Horizontal cross-section of vertical velocity (w) at various levels obtained by the non-
hydrostatic analytic solution for the case of aN/U = 7.5 (U =8 m/s, N = 0.01 571, a = 6 km),
hm = 100 m. The altitudes are indicated at the upper right of each figure. The contour interval
is 1 cm/s.

e) ~h) Horizontal cross-section of w at various levels by the numerical simulation (¢ = 120
min). The altitudes above the ground surface (2*) are indicated at the upper right of each figure.
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(at y = 38km) obtained by numerical simulation. Although the model-simulated mountain
wave decreases with the increase of the height mainly by the imposed absorbing layer, the

characteristic of the mountain wave which propagates vertically is well reproduced.

b) Case with small horizontal scale mountain shape

Secondly, a comparison is performed for the case of smaller horizontal scale mountain
shape. In Eq. (1-7), smaller horizontal scale of a = 1.2km is used. The height of the moun-
taintop h.,, thé atmospheric values U and N are the same as those of the former case. In
this case, the product of the Scorer number N/U and “a” is 1.5, and nonhydrostatic effect
is expected to become significant. Horizontal grid interval of Az = Ay = 400m is used for
the calculation of the analytic solution and the numerical simulation. '

Figures C-1-2 a) ~ d) show the vertical velocity w at various levels obtained by the
nonhydrostatic analytic solution. In these figures, the altitudes are the same as in Figs. C-1-
1 a) ~d). The mountaintop is located at z = y = 25.4km, and the area from z = 19.2km to
z = 38.0km and y = 19.2km to y = 31.6km is shown. The contour interval of these figures
is five times larger than that used in Fig. C-1-1 owing to the increasing of the incline of the
mountain slope. On comparing these figures with Figs. C-1-1, the trailing lee waves appear
in the lee of a U-shaped updraft region. These trailing lee waves with horizontal wavelength
of 2rU/N (= 5km) are due to the buoyancy oscillation by the nonhydrostatic effect.

Figures C-1-2 e) ~ h) show the vertical velocity w at various levels obtained by the
numerical simulation after 120A¢ (¢ = 60min). In these figures, the altitudes are the same
as in Figs. C-1-1 e) ~ f). The dimensions of the model domain are (Lz, Ly) = (23.6km,
15.6km), and the mountaintop is located at z = y = 7.8km. The area from z = 1.6km to
z = 20.4km and y = 1.6km to y = 14.0km is shown in these figures, where the model-
simulated flows agree quite well with the results of nonhydrostatic analytic solutions shown
in Figs. C-1-2 a) ~ d). The lee oscillations due to the nonhydrostatic effect are also well
reproduced by the simulation.

Figures C-1-3 d) and e) show the vertical cross-section of w through the vicinity of
the mountaintop (at y = 25.2km) obtained by the hydrostatic and nonhydrostatic analytic
solutions. In the case of the hydrostatic solution shown in Fig. C-1-3 d), the pattern of
w is the same as in Fig. C-1-3 a) except for the contour interval. On the other hand, in
the case of the nonhydrostatic solution shown in Fig. C-1-3 e), the pattern of w is quite

different from Fig. C-1-3 b). The difference between them is due to the buoyancy oscillation
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Fig. C-1-2 a) ~h) As in Figs. C-1-1 a) ~ h) but for aN/U = 1.5 (a = 1.2 km). The contour interval is 5

cm/s.
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Fig. C-1-3 a) The vertical cross-section of w in the vicinity of the mountaintop obtained by the hydrostatic
analytic solution for the case of aN/U = 7.5 (¢ = 6 km). The contour interval is 1 cm/s.
~ The graduations on the vertical axis show the altitudes of the levels of the numerical model
corresponding to the variable vertical grid interval.
b) As in'a) but by the nonhydrostatic analytic solution.
¢) As a) but by the numerical simulation.
d) ~f) Asina)~ c) but for aN/U =15 (a=12 km) The contour interval is 5 cm/s.

— 119 —




Technical Reports of the MRI, No. 28 1991

p\'/(

TP T =

T
a 2.

a
o

)

T
PR

)
o
!
)
b
=)
o
®
o
be .
S
o -
|
]
)
nh

0.0 40.0 §0.0 0.0 100.0

Fig. C-1-4 a) ~d) As in Figs. C-1-1 ) ~ h) but by the numerical simulation with half domain. Broken
line along y = 39 km shows the location of free-slip lateral boundary.

by the nonhydrostatic effect. Fig. C-1-3 f) shows the vertical cross-section of w through
the vicinity of the mountaintop (at y = 7.6km) obtained by the numerical simulation. The
model-simulated flow well agrees with the result of the nonhydrostatic analytic solution
shown in Fig. C-1-3 €). The open lateral boundaries located at z = 0.2km and 23.2km using

radiation condition appear to work well.

¢) Case with half domain

In the examples of numerical simulation shown in the former sub-sections, a bell-shaped
mountain with circular contours was used for the mountain shape. The mountain waves
indicated in Figs. C-1-1 and C-1-2 have symmetric patterns with respect to the zz-plane
through the mountaintop. In the case of the simulation of such a symmetric flow, we can
savé the numerical resources by the use of free-slip rigid wall lateral boundary condition
with half domain. In this sub-section, the open lateral bouﬁdary condition is used for only
yz-planes at inflow and outflow sides, while the free-slip lateral bbunda.ry condition is used
for the zz-planes. A bell-shaped mountain with e = 6km is given for the mountain shape
as in Case a), but the model domain is reduced to half of Case a). The grid number of
(Nz, Ny, Nz)= (60, 21, 32) is used. ' | | ‘

Figures C-1-4 a) ~ d) show the vertical velocity w at various levels obtained by the
numerical simulation with half domain (¢ = 120min). In these figures, the altitudes of the
cross-sectional planes are the same as in Figs. C-1-1 €) ~ h). In this case, the dimensions

of the model domain are (Lz, Ly) = (118km, 40km) and the mountaintop is located at
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z = y = 39km. The rigid wall lateral boundaries are located at the zz-planes through the
mountaintop (along y = 39km, shown by broken line) and at y = 1km. As shown in these
figures, the patterns of w quite agree with the results of full domain simulation shown in
Figs. C-1-1 e) ~h). _

Generally, the flow obtained by the simulation using half domain with free-slip lateral
boundaries agrees with the flow obtained by the simulation using full domain with symmetric

orography and periodic lateral boundaries.
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C-2. 3-dimensional simulations of local winds in Japan

In this section, 3-dimensional simulations of local winds in Japan are shown as examples
of numerical simulation. Although these are preliminary experiments using simple environ-
mental conditions, these results show us that the model has the potentiality for the future

realistic simulation.

C-2-1. Land-sea breeze in the Kanto district

Originally designed to simulate convective phenomena, our nonhydrostatic model is ap-
plicable to such phenomena as the land-sea breeze since the model includes the physical
processes. Circulations by the land-sea breeze are generally moderate phenomena and hy-
drostatic approximation is available in most cases, while simulation of them is a good test
of the model’s physical processes for the boundary layer. In this sub-section, we will show

the results of the 3-dimensional simulation of the land-sea breeze in the Kanto district and

o\ 37N
H

A mt.Tsukuba

)
3

36N

35N

60 km

¢ the Pacific Ocean

D .
139E p 140E 141E

Fig. C-2-1 Geographical map of the Kanto district. The rectangle framed by heavy solid lines shows the
area where the simulation is performed. The height contour interval is 200m.
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show the performance of the model. ;

Figure C-2-1 shows a geographical map of the Kanto district. In this figure, the rectangle
framed by heavy solid lines shows the area where the simulation is performed. In the simu-
lation, this area is represented by (Nz, Ny, Nz) = (50, 50, 22) grid points. The horizontal
grid interval Az = Ay = 5km is used, while the variable grid interval Az = 40m ~ 800m is
used for the vertical grid interval. The dimensions of the model domain are (Lz, Ly, H) =
(245km, 245km, 8.0km).

In the simulation, anelastic equations are used, while the Boussinesq approximation is
not employed. The environmental wind is set to zero, considering that the simulation of a
day in Which synoptic wind is weak. A constant lapse rate of df /dz = 3K /km (N = 0.01s71)
is chosen for the typical atmospheric stability. The sea surface temperature is fixed at 15°C,
while the ground temperature T'g is given by the following sinusoidal function with an

amplitude of 10°C:

ot :
Tg = Tier + 10sin (%) , (2-1)

where T is the temperature of the reference atmosphere at the model surface which is
calculated using surface height with a constant lapse rate of df/dz = 3K/km, and T is a
period of 24hours. The time interval of At = 20sec is used, and the simulation is performed
until ¢ = 8hours (1440At). The roughness length of the ground surface is assumed to be
10cm. The Coriolis parameter of f = 8.57 x 10™°s™! is used, corresponding to the latitude
of the Kanto district (36 N). '

Figure C-2-2 a) shows the simulated wind vectors at the lowest level (about 20m above
the surface) after 720A¢ (¢ = 4hrs). In this time, the ground temperature has risen about
8.5°C from the initial time. The valley breeze develops in the mountain area. Owing to the
difference between the sea surface temperature and the ground temperature, sea breezes
occur along the coast line. ‘ ‘

Flgure C-2-2 b) shows the simulated wind vectors at the lowest level after 1440At (¢ =
8hrs). In this time, the sea breeze intrudes into the land area and forms frontal lines in the
plain area. In the mountain area, the valley wind further develops, and forms a large-scale
circulation.

Figures C-2-3 a) ~ d) show the typical daily change of the surface wind in the Kanto
district at every 3hours for a weak synoptic wind case, which was reported by Kawamura

(1977). The simulated surface wind shown in Fig. C-2-2 b) well represents the characteristics
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Fig. C-2-2 a) The simulated lowest level (about 20m above the surface) wind vectors at ¢t = 4 hrs. The

lower right arrow indicates the scale of 4 m/s. The broken lines mean height contour at every
250m.

b) Asin a) but for ¢t = 8 hrs.

Fig. C-2-3 a) ~d) The typical daily change of the surface wind in the Kanto District at every 3 hours
- reported by Kawamuira (1977). a) 06LST, b) 09LST, c¢) 12LST, d) 15LST.
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Fig. C-2-4 a) The vertical velocity (w) at the 4th level of the model (about 200m above the surface). The
contour interval is 10 cm/s. Broken lines show the negative value (downward motion). Heavy
line indicates the location of the vertical cross-section shown in F‘igs. C-2-4 b) ~ 4d).

b) The vertical cross-section of the vertical velocity along y =100 km (heavy line in Fig. C-2-4
a)). The contour interval is 10 cm/s. The graduations on the vertical axis show the altitudes of
the levels of the model corresponding to the variable vertical grid interval.

c) Asinb) but for the potential temperature. The contour interval is 2K. Deviation from 300K
is indicated. .

d) As in b) but for the diffusion coefficient determined by the turbulent closure model. The
contour interval is 20 m?/s.

of the typical circulation about 12LST in the Kanto district shown Fig. C-2-3 c).

Figure C-2-4 a) shows the vertical velocity at the 4th level of the model (about 200m
above the surface) affer 8hrs. The updrafts develop over the mountain area due to the
positive buoyancy caused by the difference between the atmospheric température over the
mountain area and the temperature of the reference atmosphere.

Figures C-2-4 b), c¢) and d) show the vertical cross-section of the vertical velocity, the
potential temperature and the diffusion coefficient determined by the turbulent closure model
along y = 100km (shown by a heavy line in Fig. C-2-4 a)). The 'uv‘,op—height of the updrafts
is about 1km from the ground surface. On the ground surface, the diffusion coefficient is
increased by the production of the turbulent energy due to the positive buoyancy production

term.
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C-2-2. Local downslope wind “Yamaji-kaze” in Shikoku Island

The “Yamaji-kaze” is one of the most well-known local winds in Japan. It is a strong
downslope wind which occurs over the northern coastal plain of Shikoku Island when the
low-level synoptic wind is southerly. Figure C-2-5 shows a geographical map of Shikoku
Island, located in western Japan. In its northern central part, the Shikoku Mountains run
from east to west. Mt. Ishizuchi (1981m) and Mt. Tsurugi (1955m) are located in the western
and eastern part of the Shikoku Mouuntains, respe/ctively. The central part of the Shikoku
Mountains between Mt. Ishizuchi and Mt. T'surugi is relatively low. The Yamaji-kaze occﬁrs
in the narrow northern slope of the Shikoku Mountains facing Hiuchi-nada. The most severe
Yamaji-kaze occurs around Doi (O) and Mishima (©). Observational studies (Akiyama,
1956; etc.) have pointed out the following characteristic features of the Yamaji-kaze.
a) A northerly wind opposite to the southerly synoptic wind is observed as one of the
premonitory symptoms (“Sasoi-kaze”). b) In the early stage, the surface wind direction
exhibits a sudden variation along a line of discontinuity (“Yamaji-kaze front”). c) A northerly
wind opposite to the southerly downslope wind prevails over Hiuchi-nada (“Domai”). d)

Strong winds are seldom observed on the windward side of Shikoku Island such as around

R I P
[ SR
- 53\
A AN

Fig. C-2-5 Geographical map of Shikoku Island, western Japan. The rectangle framed by solid lines shows
the area where the simulation is performed. The height contour interval is 200m. The areas
above 1000m height are shaded.
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Kochi. e) Low surface pressures are observed in the coastal areas facing Hiuchi-nada (“Hiuchi-
nada depression”).

Saito and Tkawa (1991) made a numerical study of the Yamaji-kaze using a nonhydro-
static model and succeeded in explaining these phenomena in terms of the internal hydraulic
jump and the reversed flow just behind it. However, their experiments were performed by
2-dimensional model using an averaged orography and physical processes such as the surface
friction were neglected. As will be shown later, the Yamaji-kaze is evidently influenced by
the complicated 3-dimensional effect of the actual orography. In this sub-section, we will
show some examples of the experiments of 3-dimensional simulation of the Yamaji-kaze. In
Fig. C-2-5, the rectangle framed by heavy solid lines shows the area where the simulation
is performed. In the simulati.on, this area is represented by (Nz, Ny, Nz) = (50, 50, 32)
grid points. The horizontal grid interval Az = Ay = 5km is used; while the variable grid
interval Az = 40m ~ 1200m is used for the vertical grid interval. The dimensions of the
model domain are (Lz, Ly, H) = (245km, 245km, 18.0km).

In the simulation, anelastic equations are used, while the Boussinesq approximation is
not employed. An absorbing layer is imposed at the highest 10 layers. The lower boundary
is assumed to be thermally insulated and heat flux from the surface is neglected. The time
interval of At = 30sec is used, and the simulation is performed until ¢ = 4hrs (480At). For
the smooth start-up, the height of orography is set to zero initially, and is raised linearly to
the ordinary height during the first 60 time steps (¢ = 30min). The environmental wind is
set to V' = 6m/s, assuming a constant SSE-ly wind. A constant lapse rate of df/dz = 3K /km
(N =~ 0.01s71) is chosen for the typical atmospheric stability.

Three kinds of experiment, a) no Coriolis force and no surface friction, b) Coriolis force

and no surface friction, and c) Coriolis force and surface friction, are performed.

a) ‘No Coriolis force and no surface friction

Firstly, the simulation is performed for the simplest condition with no Coriqlis force and
no surface friction. Figure C-2-6 a) shows the simulated wind vectors at the lowest level
(about 20m above the surface) after 120A¢ (¢t = lhrs). The surface wind becomes weak'in
the windward side around Kochi by the blocking effect of the Shikoku Mountains, while it
increases on their northern slope. The surface wind over Hiuchi-nada is yet southe;‘ly as the
environmental wind. At ¢ = 2hrs (Fig. C-2-6 b)), the surface wind further increases aropnd

Doi and Mishima, in the lee of the col of the Shikoku Mountains. Over the western part of
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horizontal wind along z =

~b).

one of the characteristic features of the Yamaji-kaze.

Figure C-2-7 shows the vertical velocity at the 4th level of the model (about 200m above
the surface) at ¢ = 4hrs. A strong downdraft region which corresponds to the downslope wind
is seen over the northern slope of the Shikoku Mountains, while another long and narrow
updraft area is seen along the northern coast line facing Hiuchi-nada. This updraft area is
located on the surface convergence between the southerly downslope wind and the northerly
wind over Hiuchi-nada, and corresponds to the hydraulic jump.

Figures C-2-8 a), b) show the vertical cross-section of the southerly component of the
horizontal wind and the potential temperature along ¢ = 130km (shown by a heavy line
in Fig. C-2-7). In Fig. C-2-8 a), an area of negative horizontal wind which corresponds to
the wave over-turning is seen at the level of 2km above the northern slope of the Shikoku
Mountains at y = 150km. A neutral stagnant layer is formed corresponding to this wave
breaking, and the isentropes shown in Fig. C-2-8 b) are upright over the northern slope
of the Mountains. Below it, the downslope wind greater than 16m/s is seen on their steep

northern slope. The surface wind changes suddenly around y = 160km. This abrupt change
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corresponds to the internal hydraulic jump. On the north side of this abrupt change, a

northerly wind greater 4m/s is seen over Hiuchi-nada.

b) Coriolis force and no surface friction

Secondly, the simulation is performed with the Coriolis force to check its effect on the
Yamaji-kaze. Figure C-2-9 a) shows the simulated wind vectors at the lowest level after 4hrs.
In this experiment, the Coriolis parameter of f = 8.15 x 10~%s~ is used, corresponding to
the latitude of Shikoku Island (34 N). A geostrophic balanced field is given for the initial
condition. On comparing this figure with Fig. C-2-6 d), the surface wind at the stagnant
area around Kochi becomes a weak easterly wind. This slight westward component of the
surface wind is caused by the westward pressure gradient force which originally balances
eastward Coriolis force by the southerly environmental wind. The SE-ly surface wind in the
north-western part of Shikoku Island around Matsuyama is enhanced by the effect of this
westward pressure gradient force. No notable differences between Fig. C-2-6 d) and Fig.
- C-2-9 a) are seen in the flow patterns of fhe downslope wind and the northerly wind over

Hiuchi-nada.

¢) Coriolis force and surface friction

Next, the simulation is performed not only with the Coriolis force but also with the
surface friction, whose effect on the Yamaji-kaze is tested. Over the land, the surface mo-
mentum fluxes are calculated from the similarity low, assuming a constant roughness length
of 10cm and no heat fluxes. Over the sea, the surface momentum fluxes are determined from
the formula by Kondo (1975), depending on the magnitude of the velocity of the surface
wind. Figure C-2-9 b) shows the simulated wind vectors at the lowest level after t = 4hrs.
Compared with Fig. C-2-9 a), the surface wind is generally weak. The unnatural strong
SE-ly wind around Matsuyama in Fig. C-2-9 a) is no longer seen and the strong southerly
jet-like wind along the eastern edge of Hiuchi-nada is also reduced. On the other hand, the
downslope wind around Doi is not so weakened, and the northerly wind over the western
part of Hiuchi-nada is still obvious.

Figures C-2-10 a) and b) show the vertical cross-section of the southerly component of
the horizontal wind and the potential temperature along z = 130km (shown by a heavy
solid line in Fig. C-2-7). Compared with Fig. C-2-8 a), the horizontal wind close to the

ground surface is weakened by the effect of the surface friction, while the flow pattern is not
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Fig. C-2-12 The averaged surface pressure in 4 hours observed in the Yamaji-kaze on 24 April, 1955. The
contour interval is 0.2 mb. Adapted from Furukawa (1966).

northern slope. No notable differences are seen in the pattern of isentropes shown in Fig.
C-2-10 b) either. ,

Figure C-2-11 shows the surface pressure deviation at ¢ = 4hrs. The surface pressure
of the basic state is high on the east side and low on the west, balancing the. Coriolis
force by the southerly environmental wind, while it is high-on the windward side of the
Shikoku Mountains and low on the lee side. The magnitude of the minimum depression on
the northern slope of the Mountains is about 1hPa. A low pressure area which corresponds
to the location of the cyclonic circulation shown in Fig. C-2-9 b) is seen in the eastern part
of Hiuchi-nada.

Figure C-2-12 shows the averaged surface pressure in 4 hours observed in the Yamaji-
kaze on 24 April, 1955 (Furukawa, 1966). The surface pressure pattern shown in Fig. C-2-11
well expresses the characteristics of the observed surface pressure. The surface pressure
deviation in the lee side of the Shikoku Mountains shown in Fig. C-2-12 is almost twice as
great as that in Fig. C-2-11. It appears that this difference is caused by the difference of the
magnitude of the environmental wind. The southerly synoptic wind in the lower level was
greater than 10m/s in the observation of the Yamaji-kaze on 24 April 1955, while it is 6m/s

in the simulation.

d) Remarks

The northerly wind over Hiuchi-nada simulated in the former sub-sections is believed to
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have some inherent similarities to the reversed flow behind the hydraulic jump which was
studied by Saito and Ikawa (1991). However there exists quantitative difference between the
occurrence of the two reversed flows. In the 2-dimensional experiments with a homogeneous
atmosphere using an averaged orography of Shikoku Island and the Chugoku Mountains
by Saito and Tkawa (1991), the reversed flow behind a stationary jump occurred for the
case of U = 4m/s, but the jump propagated leeward and the occurrence of the reversed
flow was obscure for the case of U = 6m/s. In the 3-dimensional experiment shown in
sub-section C-2-2 a), the hydraulic jump almost stays along the northern coast line facing
Hiuchi-nada, and an obvious northerly wind develops on the north side of the jump for the
case of U = 6m/s. Namely, the northerly wind over Hiuchi-nada occurs more readily for
the case of 3-dimensional experiment. This difference appears to be mainly caused by the
3-dimensional effect of the orography of the Island. Considering the fact that the Yamaji-
kaze is accompanied by the “Domai” except in extraordinarily strong synoptic wind cases,
the easiness of the occurrence of the northerly wind over Hiuchi-nada which was shown in
the 3-dimensional experiment appears to be an encouraging result.

It appears that the Yamaji-kaze is not considerably affected by the Coriolis force. How-
ever, the Coriolis force is indispensable to obtain the realistic pressure pattern such as is
shown in Fig. C-2-11.

The magnitude of the surface wind by the Yamaji-kaze is significantly affected by the
surface friction. It appears that the selective effect of the surface friction owing to the
difference of the roughness on land and sea makes the flow pattern of the Yamaji-kaze
more realistic.

As was stated before, the experiments shown here are preliminary ones using simple
conditions. The horizontal resolution employed in the simulation (5km) may not be adequate.
More experiments will be required for the further understanding of the effect of the 3-
dimensional orography on the Yamaji-kaze and the behavior of its associated hydraulic

jump.
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C-3. 3-dimensional simulation of the convective snow
cloud observed over the Sea of Japan!

— Sensitivity to ice crystal nucleation rates —

C-3-1. Introduction

The coastal region of northern Japan, facing the Sea of Japan, is famous for its heavy
snowfall (e.g., Matsumoto et al., 1967). The heavy snowfall is associated with the abundant
heat and moisture supply from the warm sea surface (10°C) into the cold air (0°C) blow-
ing from Siberia (e.g., Ninomiya, 1968). The snowfall is brought about by convective snow
clouds with the temperature of cloud base and top being —5 ~ —10 and —20 ~ —30°C,
respectively. However, the cloud microphysical aspects of the heavy snowfall have not been
fully investigated yet, observationally or numerically.

Magono and Lee (1973) measured the vertical distribution of the shape, number con-
centration and mass of snow crystals and mass of cloud droplefs at formative, mature and
decaying stages of convective snow clouds around Otaru (43.2N, 141.0E) in Hokkaido, north-
ern Japan, utilizing snow crystal sonde. Isono et al. (1966) measured the ice nucleus con-
centration and number precipitation rate of snow and graupel at Wajima (37.4N, 136.9E),
and found a correlation between the two. Harimaya and Sato (1989) and Mizuno et al.
(1990) measured the contribution ratio of riming to the growth of snow flakes and its de-
pendence on meteorological conditions. Their studies suggest that the riming process is a
primary process in precipitation formation of convective snow clouds. Recently, Murakami
and Matsuo (1990) developed a Hydrometeor Video Sonde (HYVIS) which can measure the
vertical distribution of hydrometeors utilizing two types of TV cameras, and Murakami et al.
(1990) observed convective snow clouds at Tobishima (39.25N, 139.55E) by use of HYVIS.
From these observations, it was revealed that few rain drops exist, and they do not play
a dominant role in precipitation formation; instead, accretion of cloud droplets by graupel
and snow (riming) play a significant role in precipitation formation as well as depositional
process; the maximum number concentration of ice crystals amounts to. 10°-10°m~3, one

or two orders larger than that predicted by Fletcher’s formula. These observational studies

t This is a preliminary report on the research carried out in collaboration with H. Mizuno, T. Matsuo, M.
Murakami and Y. Yamada, Physical Meteorology Research Division of the MRI (Tkawa et al., 1991).
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provide important and useful information about the cloud microphysical processes taking
place in clouds. To supplemenf these observational studies, numerical and theoretical studies
are needed, in addition to better organized intensi’ve and extensive field observations.

Takahashi (1983) conducted numerical simulation of an isolated winter cumulus by use
of a 2-dimensional (axisymmetric) model with highly sophisticated cloud microphysics, the
so-called bin method, focusing on the electrification. Ikawa et al. (1987) and Tkawa (1988a)
simulated the convective cloud band observed over the Sea of Japan (Sakakibara et al., 1988)
by use of a 2-dimensional model with a bulk parameterization scheme of cloud microphysics
where the mixing ratios of water vapor, cloud water, cloud ice, snow and graupel are pre-
dicted. Tkawa (1988) demonstrated that the dominant processes in precipitation formation
are the condensation of water vapor to form supercooled cloud droplets and accretion of them
(riming) by snow and graupel, rather than the depositional growth of ice particles. However,
his simulation is 2-dimensional, and the bulk parameterization adopted in his model does
not predict the number concentrations of cloud ice (pristine ice crystals), snow (ice crystals
greater than pristine ice crystals and snow aggregates) and graupel, and has some ambiguous
(or ad;hoc) parts in the parameterization of ice nucleation.

Recently, Cotton et al. (1986) and Murakami (1990) developed the bulk parameterizat’ioii
schemes of cloud microphysics in which the number concentrations of ice crystals and snow
aggregates are predicted in addition to the mixing ratios of water substances. Cotton et al.
applied the scheme to the simulation of orographic snowfall from stratiform clouds observed
in Colorado in winter. Murakami applied his scheme to the convective cloud observed in
Montana in summer. Their schemes appear to be promising for realistic simulation of clouds.

One of the purposes of this paper is to present a bulk parameterization of cloud micro-
physics which predicts not only the number concentrations of cloud ice and snow but also
that of graupel in addition to the mixing ratios of six forms of water substance (water vapor,
cloud water, rain, cloud ice, snow and graupel). The parameterization will be applied to a
3-dimensional simulation of the convective snow cloud observed over the Sea of Japan. The
results will be compared with observations, and the performance and the insufficient parts
of the parameterization scheme will be discussed.

Another purpose of this paper is to examine what the dominant processes are in form-
ing precipitable particles and what the effects of ice nucleation rates are on precipitation
formation. There have been many controversies on the disagreement between the number

concentrations of ice crystals and ice-forming nuclei. Therefore, sensitivity experiments to
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varying ice nucleation rates become necessary. These experiments may shed some light on
the mechanism of the high number concentration of the observed ice particles and be useful
in the assessment of the effect of seeding over the natural convective snow cloud.

In section C-3-2, observations of the cloud to be simulated are shown. In section C-3-3,
the numerical model is described; in section C-3-4, experimental design is given. In section
-C-3-5, the results of the reference experiment are shown. In section C-3-6, the results of
sensitivity experiments are shown and compared with each other. In section C-3-7, numerical
results are compared with observations. In section C-3-8, the summary and conclusions are

given.

C-3-2. Observations of the convective cloud

Special observatioins of convective clouds were conducted in winter from 1989 to 1991 by
the joint research group consisting of members of the MRI, the Institute of Low Temperature
Science of Hokkaido University, and the National Research Center for Disaster Prevention,
by use of dual Doppler radars, HY VIS and other instruments. An isolated convective snow
cloud was observed at 1500LST on Feb. 4, 1989 on Tobishima Island (39.25N, 139.55E),
30km north-west off the coast of Sakata, northerm Japan. This cloud is the object of the
3-dimensional simulation.

The synoptic chart of surface pressure at 0900LST is shown in Fig. C-3-1. The vertical
profiles of wind, temperature and relative humidity are displayed in Fig. C-3-2. A HYVIS
was launched into the cloud successfully, and measured the liquid water content, number
concentration of cloud droplets and ice crystals in addition to temperature and relative
humidity as a function of height, as displayed in Fig. C-3-3 (Murakami et al., 1990). In
counting the number of ice particles, those which are of amorphous shape or smaller than
50pm in diameter are excluded. Ice particles of amorphous shape appear to be fragments
produced by collision of ice particles with the sampling surface. If they are included, the
maximum number of ice particles around z = 2.0km is 2 x 10®m~2. From the figure, it is
noticed that the number concentration of ice crystals is very large as cbmpa,red to 103m—3
expected from Fletcher’s formula for the cloud top temperature of —20°C, and in spite
of the presence of this large number of ice crystals, there exists cloud water as much as
0.1g/m®. As seen from radar reflectivity patterns shown in Fig. C-3-4 (Yamada et al., 1990),
the horizontal and vertical scales of the convective cloud is about 5km and 3km, with the

maximum reflectivity less than 30dBZ.’
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Fig. C-3-3 Vertical distribution of hydrometeors measured by HYVIS, 1500LST, Feb. 4, 1989 (Courtesy to

Murakami et al., 1990).

a) Cloud water contents (gm—2), water contents of ice particles smaller than 300 pmin dlameter

(dotted line) and of those larger than 300 um in diameter (broken line).

b) Number concentrations of cloud droplets (cm™3), ice crystals smaller than 300 pm in diam-

eter (dotted line), and ice particles larger than 300 um in diameter (broken line).
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C-3-3. Numerical model and parameterization of cloud microphysics

The numerical médel is basically the same as Ikawa et al. (1987) unless specifically
mentioned; the dynamical frame is mainly based on Clark (1977); subgrid turbulent mixing
terms are parameterized based on Klemp and Wilhelmson (1978) and Deardorff (1980);
for the time integration, E-H‘I—Vi scheme (Ikawa, 1988) is used with the time averaging
parameter of implicit scheme, a < 0.5 (see Eq. (20) in Tkawa, 1988), the coefficient for the
Robert-Asselin time filter, » = 0.15.

Parameterization of cloud microphysics is described in B-11 in this technical report.

The dimensions of the domain are (LX, LY, LZ) = (10.0km, 10.0km, 4.35km), with the
grid number of (N X, NY, NZ) = (26, 26, 26). Variable grid mesh is used in the z-coordinate,
whose grid distance varies from 20m (below z = 30m) to 200m (above z = 1.2km). The lowest
grid point is placed at z = 10m. The leap-frog time integration is used with the time interval
of At = 4s. The lateral boundary condition is cyclic. The lower boundary is assumed to
be the sea surface with a temperature of 10°C, and latent and sensible heat fluxes and
momentum fluxes from the sea surface are calculated by use of the resistance law based on

Kondo’s work (see Tkawa et al., 1987).

C-3-4. Experimental design

There is much uncertainty about ice nucleation. As will be shown later, the observed
high number concentration of ice particles is 4 times larger than the maximum number
concentration of ice particles simulated by the model where parameterizations for ice nu-
cleation terms are based on three conventional theories, i.e., Fletcher’s deposition/sorption
nucleation, Bigg’s freezing of cloud droplets and Hallet-Mossop rime-splinter ice multiplica-
tion. The simulated radar reflectivity is larger by 10dBZ than the observed one. (30dBZ).
To simulate the cloud more realistically at least in the number concentration of ice crystals,
amplification of nucleation rates is necessary.

Sensitivity experiments to varying ice nucleation rates are conducted for three purposes:
1) to simulate the cloud more realistically at least in the number concentration of ice crystals:
2) to see the precipitation formation mechanism in the cloud: 3) to see the effects of changing
various kinds of ice nucleation rates on precipitation formation. As shown in Table C-3-1,
in these sensitivity experiments, parameters in various kinds of ice nucleation terms are
modified to produce more cloud ice in number (EXDS for Fletcher"s deposition/sorption

nucleation; EXFZ for Bigg’s cloud droplet freezing; EXHM for Hallet-Mossop’s secondary
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Table C-3-1  Kinds of sensitivity experiments to varying ice nucleation terms with a2A¢ = 32 and ¢ = 75
pm employed. Results are summarized in Table C-3-3.

deposition | freezing ice splinter seeding fracturing
/sorption by collision
Eq. B-(11-16) Eq. B-(11-18) Eq. B-(11-21) between snow
Fletcher | Bigg Hallet-Mossop and graupel
a exp(—bT.) cexp(—dT.) T1,T2,Ts3, T particles
a=10"32 ¢ =102 =(-3,-5,~5,~8) _ (Eq. C-(3-1))
b=10.6 d = 0.66 A=0
EXN1 normal normal normal no normal
EXDS1 a —>X 103 normal normal no normal
EXDS2 a —X 108 normal normal no normal
EXFZ1 normal ¢ — X 102 normal no normal
EXFZ2 normal ¢ — X 10° normal no normal
) T1,72,T3,Ts normal
EXHM normal normal =(-3,-5,-28,-30) | no
EXS1 normal normal normal 0.95-1.75km normal
EXS2 ’ normal normal normal 1.75-3.15km normal
EXBK1 normal - normal normal no 10
EXBK2 normal normal normal no 100

ice nucleation).
EXBK is conducted to see the effects of the secondary ice particle generation by collision
between snow and graupel particles (Vardiman, 1978; Griggs and Choularton, 1986) which

is given as below:

Nigacs = A x Ngacs, (3-1)

where Ngacs is the number of collisions between snow and graupel particles per second and

A is a coefficient. In EXBK1 and EXBK2, A is assumed to be 10 and 100, respectively.
EXDST1 is regarded as a refefence experiment, simply because the number concentration

of cloud ice and snow and radar reﬂect.ivity are closer to the observed values than EXNI1.
To assess the seedability to convective clouds, seeding experiments are conducted by

adding the ice nucleation term of

100 x Pidsn, (3-2)

with substitution of w = 5m/s and T, = —20°C; during the first 60min at 0.95 < 2= 1.75km
(EXS1) or at 1.75 < z< 3.15km (EXS2) all over the horizontal domain. The total number
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of added ice nuclei will amount to 4 x 10'7 (equivalent to 400kg dry ice) if the seeded area
is water-saturated everywhere.

Another kind of sensitivity experiment is conducted to see the effect of the parameters
a2At (see Eq. B-(11-43)) and ro (see Table B-11-1 and Eq. B-(11-27)) which have a large
inﬁuence on the conversion term of snow into graupel and that of cloud ice to snow, respec-
tively. Experiments except for those listed in Tables C-3-4 and C-3-5 adopt a2A¢ = 32 and
ro = 75pum, unless specifically mentioned.

Initial environmental conditions are determined from observations (see Figs. C-3-2 and
C-3-5). The initial wind velocity component projected on the 100° azimuth plane, u, has no
vertical shear below z = 2.5km, while it has a shear of 4 x 1072 s~ above z = 2.5km. The
initial wind velocity component projected on the 10° azimuth plane, v, is set to zero. Time
integration is continued up to 213min, during which 3 groups of clouds appears successively.
The first cloud is initiated artificially by adding the warm and moist perturbation to the
initial field at the central part of the domain. The second and third groups of clouds are

excited at the convergence zone that resulted from the collision of the cold outflows.

C-3-5. Results of reference experiment (EXDS1)
a) Overview of the evolution of the convective clouds and the water budget analysis

Figure C-3-5 shows the horizontally averaged values for U (horizontal wind component in
the z-direction), temperature, mixing ratio of water vapor, potential temperature, equivalent
pbtential temperature, saturation equivalent potential temperature and relative humidity at
t = 60min. The sea surface temperature is 10°C. Initially, the potential temperature at
z = 10m is 0°C, but it is warmed up to 2°C at ¢ = 60min. Environmental vertical wind
shear between z = 10m and cloud top (z = 2.5km) has changed from 0 to 10~3s~! mainly
due to the surface friction. _ ;

Figure C-3-6 shows the horizontally averaged values for Qc, log(N%), Qs, log(Ns), Qg
and log(Ng) as a function of time and height. The heights of 0°C, —10°C and —20°C are
0.05km, 1.2km and 2.4km respectively. The height of cloud base is about 0.7km and the
height of cloud top increases from 2.5km to 3km. The maximum values of Qc and Qg are
seen at the middle level (z = 1.5km), while those of Ni and Ns are seen at the upper level
(z = 2.2km).

Figure C-3-7a shows the time evolution of the cloud in terms of the maximum values

of mixing ratios of water species in air, precipitation rates of snow and graupel, number
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Fig. C-3-5 Horizontally averaged values for U (horizontal wind component in the w-dﬁéction), temperature,
T, mixing ratio of water vapor, Qv, potential temperature, PT, equivalent potential temperature,
EPT, saturation equivalent potential temperature, SEPT, and relative humidity RH at ¢ = 60
min by EXDS1.

concentration of cloud ice, snow and graupel and upward velocity, w, in the domain. Three
maxima in upward velocity and cloud water appear at { = 60min; 127min and 173min.
The second and third maxima correspond to the newly generated clouds at the convergence
zone where cold outflows from the older clouds collide. A similar initiation of convection
by interacting outflows was simulated by Droegemeier and Wilhelmson (1985). About 13 ~
20min later than the time when cloud water in air becomes maximum, graupel in air reaches
its maximum, and about 20 ~ 27min later than the time when cloud water in air reaches its
maximum, snow in air reaches its maximum. The life cycle of the simulated clouds is divided
into 5 stages as shown in Table C-3-2.
Here, some useful quantities for water budget analysis are defined as follows:

Horizontally averaged and vertically integrated Qz in air for the Ahydrometeor z (v, water

vapor; ¢, cloud water; r, rain; i, cloud ice; s, snow; g, graupel).

k TQzx = ///ﬁQw dedydz/(LX x LY) (kgm™2);
Horizontally averaged and vertically integrated Nz in air,

TNx:// Nzdzdydz/(LX x LY) (m™%);

— 143 —




— ¥l —

3.55

0.55
0.0

0.55

OCK  10MG/KG CI= 2  0.10E-04 CSNBW  1OMG/KG Cl= | 0.10E-04 GRAUPEL 10MG/KG Cl= 1  0.10E-04
0 40 80120 160 200 0 40 B0 120 160 200 0. 40 80 120 160 200
a) ' b) c)

F ] 3.55f : ] 3.55 | ]

Py

i 2.55L 2.55F ) o .

Y N o
. 1.ss} 1.5} fia ]
P

[ 0.55r 0.55F | ]

3 , , , 3 0.0 £ 0.0 f S U -3

NI.LBG /M3 Cl= 1 0.10E+01 NS.LOG ./M3 CI=1 - 0.10E+01 NG.LOBG /M3 Cl= 1t 0.10E+01
0 40 80 120 . 160 200 0 40 80 120 160 200 0. 40 80 120 160 200
d) e) f)

3.55¢ ‘ 3.55F ]
2.55 2,55}
1.55 } 1,55}
0.55F 0.55F
0.0 f 0.0

0.0

Fig. C-3-6 Horizontally averaged values by EXDS1 for (a) Qc (10~% kg/kg), (b) Qs (1075 kg/kg), (c) Qg
(10-5 kg/kg), (d) logyo(Ni)(Ni : m=3), (e) logyg(Ns)(Ws : m~%), and (£) logyo(Ng)(Ng :
m~3) as a function of time and height. Contour intervals are indicated by “CI=nn".

1661 82'ON ‘THIN 243 JO §330doY] [ed1uyda],




— Sv1 —

0 40 80 120 160 200

" a) 0.1a/kg | ' 40 80 120 160 200

4.00¢ b) 0.1kg/m ? ,»'

3.00¢

2.00¢

log(Nx)
1.00}

. ' | . 1 0.0 ¢
0 40 80 120 160 200min 40 8[] 12[] 15[] 2[][]

Fig. C-3-7 The results of EXDS1:
a) The maxima of (upper part) Qc (0.1 g/kg), Qi (0.01 g/kg), Qs (0.1 g/kg), Qg (0.1 g/kg), and precipitation
intensities (mm/hour) of snow and graupel, (central part) log,o(INi), logo(Ns), logi9(INg), and (lower part) the
maximum and minimum of the updraft w (m/s), as a function of time. Ni, Ns and Ng are the number concentrations
of cloud ice, snow and graupel (m—2), respectively. Data are sampled every 100 steps (6.67 min).
b) TQec, TQs, TQg, TPRs, TPRg and (TPRs + TPRg) (horizontally averaged vertically integrated quantities
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Table C-3-2  Life cycle of the convective clouds (the first group, 1; the second, 2) that appeared in EXDSI.
The symbols 1 | denote the time tendencies of increase and decrease, respe}ctively. The
symbols max and - denote the maximum and minimum values. Stages 1 and 2 might be
called formative and developing stages, i‘espectively; stages 3 and 4 mature and decaying

stages; stage 5 a decayed stage.

stage w Qc Qg PRCP.g Qs PRCP.s time (min)
; 1
1 i i 0 0 0 (—) 0 (1) 20 107
2 max max t 0 t 0 (—) 60 134
3 ! | max 1 1 1 80 147
4 =1 - i max max 1 80 160
5 ) i) - } } max 100 167

Horizontally averaged and vertically integrated mass production term for the elementary

cloud microphysical process Pxqqq,

TPxqqq(zo < z < 21) :/ // PPxqqqdzdydz/(LX x LY) (kgm™?s™!);
v 2o

Horizontally averaged and vertically integrated number production term for the elementary

cloud microphysical process Nxqqq,

Z1
TNxqqq(zp < 2 < z1) = / // Nxqqqdzdydz/(LX x LY) (m*zs_l);
Zo .

Horizontally averaged and vertically integrated total mass production term for the hydrom-

eter, z,

TPRD(Q,) = L B / / PPRD(z)dedydz/(LX x LY) (kgm~2s~");

Horizontally averaged and vertically integrated total number production term for the hy-

drometeor, z,
TPNz = /0 " f NPRD(z)dzdydz/(LX x LY) (m~%s71);
Horizontally averaged pregipitation rate of z,
PRCPz = / / ﬁQmﬁé dzdy/(LX x LY) v(kgfn_zs_l);
Horizontally averaged accumulated precipitation amount of z,
TPRz(t;,t) = /t ” PRCPzdt (kgm™?);
1

Horizontally averaged total precipitation amount,

TPR(tl, tz) = TPRT(il , tz) + TPRS(tl, tz) -+ TPRg(h, tz).
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Fig. C-3-8 Water budget analysis for EXDS1. DF/DT, INFLUX, PRCP (10~5 kg/m?2/s) are shown as a
function of time, together with TPRD (Qu), TPRD (Qs), TPRD (Qg). Data are sampled every

100 steps (6.67 min).

Figure C-3-7b shows the time variations of T'Qc, T'Q@s, TQg, TPRs, TPRg and TPR.
Figure C-3-8 shows the water budget of the simulated cloud together with TPRD(Qv),

TPRD(Qc), TPRD(Qs) and TPRD(Qg). The water budget equation is given as:

%g — INFLUX + PRCP = RES,

where

F =TQu+TQc+TQr+TQi+TQs +TQg
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PRCP = PRCPr+ PRCPs+ PRCPy,

INFLUX = / / PQuTw dz dy/(LX x LY) (kgm™%s7!)

(the water vapor flux from the sea surface).

RES is a residual term, which should be zero if artificial diffusion terms and computa-
tional errors are absent. RES is below 10~%kgm~?s~" (not shown in Fig. C-3-8). The water
vapor flux from the sea sufface is nearly constant (1 x 10~*kgm~25~! or 260Wm~2). From
the heat budget analysis (not shown here), the heating of the air due to the sensible heat
supply is about 175Wm™2; that due to the cloud microphysical p‘rocesses varies roughly in
accord with —Hv x TPRD(Qu) (Hv, latent heat of vaporization); its maximum is about
450Wm™2 at ¢t = 67min and 140min; the minimum is about —50Wm~2 at ¢ = 93min.

The precipitation efficiency defined as ,

TPR(t,t
PRCP.EF(t1, ;) = A&L

INFLUX dt

t1

is about 0.3 for (¢1, t2) = (Omin, 213min) and 0.45 for (¢1, t2) = (120min, 213min).

b) Individual fields at various stages of the cloud

Figures C-3-9, C-3-10 and C-3-11 show the cross sections of various fields at the develop-
ing to mature stage (¢ = 60min) of the first cloud, the mature to decaying stage (¢ = 80min)
and the decayed stage of the first cloud and the formative stage of the newly excited cloud
(t = 120min). Radar reflectivity is computed by use of Eq. 54 in Murakami (1990). The
strong cold outflow at the decayed stage shown in Fig. C-3-11 b) is attributed to cooling by
sublimation from snow. Figures C-3-9 k), 1), C-3-10 k), 1) and C-3-11 j) show the mtercept
parameter of the inverse exponential size dlstnbutlon function, Nos and Nog. It is not1ced
that Nos and Nog are not constant but increase as the cloud evolves from the developing
to the decaying stage. Nos at the upper and flanking parts tends to be large, suggesting
the existence of a large number of small snow particles. The location of the maximum of Qs
near the surface does not coincide with that of the maximum of Nos at + = 80min, while
that of Qs coincides with that of Nos at { = 120min.

Figure C-3-12 shows the accumula.ted precipitation patterns of snow and graupel at

213min. Precipitation of graupel is more concentrated than that of snow. Precipitation
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around (z, y) = (4km, Okm) is brought about by the second and third groups of clouds.

¢) Cloud microphysical procésses and precipitation formation

Figure C-3-13b shows the horizontally averaged values of Qc, Qs, Qg, Ni, Ns and N g
at ¢ = 60min as a function of height. Figures C-3-13 a, ¢ and d show the dominant processes
which are horizontally averaged values as a function of height at ¢ = 60min relating to the
production terms of cloud ice, snow and graupel, respectively. The figures corresponding to
Fig. C-3-13 at ¢t = 80, 100 and 120min are displayed in Fig. C-3-14, C-3-15 and C-3-16,
respectively.

Figure C-3-17 shows the dominant mass production terms in forming snow and graupel as
a function of time. Figure C—3-18 shows the mass production terms involving cloud ice. Cloud
ice (pristine ice crystals) is generated mainly via deposition/sorption nucleation (Pidsn), and
freezing of cloud droplets is 1/100 of Pidsn. Cloud ice grows mainly via depositional growth
(Pidep), and finally is turned into snow (Picns). Depositional growth of cloud ice (Pidep)
nearly balances the conversion term of cloud ice into snow (Picns).

The number generation of snow is via conversion of cloud ice into snow (Nicns). The
number of snow after mature stage decreases via aggregation (Nsag), precipitation (Nsprc)
and sublimation. The number generation of graupel is via conversion of snow into graupel

(Nscng) which is 1/100 of Nicns.

Precipitation formation is summarized as shown in Fig. C-3-19:
i) At the developing or mature stage (the stage 2-3; Fig. C-3-19a) of the cloud, the water
vapor supplied from the warm sea surface condenses to form supercooled cloud water. Cloud
ice grows into snow via depositional process. Snow grows via riming and depositional proc-

‘esses. Graupel grows primarily via riming process and secondarily via depositional process.

ii) At the mature or decaying stagé (the stage 3-4; Fig. C-3-19b), cloud water is almost
depleted; above the cloud base, depositional growth of ice particles is more dominant than
riming growth; the precipitation rate of ice particles is large, and the amount of sublimation

below the cloud base is roughly 1/3 ~ 1/2 of the amount of deposition above it.

iii) At the decayed stage (the stage 5; Fig. C-3-19¢), cloud water is almost depleted and no -

graupel particles are found and precipitation of graupel ceases; the amount of snow continues
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The cross sections of various fields at ¢ = 60 min (the developing to mature stage of the first cloud)

by EXDS1.

a) X-z cross section of the u-w wind vector field at y = 4.8 km.

b) X-y cross section of the u-v wind vector field at z = 0.03 km.

<)

d)

e) X-z cross section of Qc at y = 4.8 km with contour intervals of 0.1 g/kg. °
f)

m~3, E
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X-z cross section of the radar reflectivity dBZ at y = 4.8 km with contour intervals of 5 dBZ.
X-y cross section of the radar reflectivity dBZ at z = 2.05 km with contour intervals of 5 dBZ.

X-z cross section of 10 x logyg(Ni) at y = 4.8 km with contour intervals of 5. The unit of Niis-
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Fig. C-3-9 (Continued.)
g) The same as e), but for Qs.
h) The same as e), but for Qg.
i) The same as f), but for Ns.
j) The same as f), but for Ng.
k) X-z cross section of 10 X log1g(Nos) at y = 4.8 km with contour intervals of 5. The unit of Nos
1s m

1) The same as k), but for Nog.
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Fig. C-3-10 (Continued.)
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Fig. C-3-11 The cross sections of various fields at ¢ = 120 min (the decayed stage of the first cloud and the
formative stage of the newly excited cloud) by EXDS1.
a) X-z cross section of the u-w wind vector field at y = 4.8 km.
b) X-y cross setion of the u-v wind vector field at z = 0.03 km.
¢) X-z cross section of Qc at y = 4.8 km with contour intervals of 0.1 g/kg.
d) X-y cross section of the deviation of the potential temperature from its reference field at z = 0.03
km. The unit is 0.1K, with contour intervals of 0.1K.
e) X-z cross section of the radar reflectivity dBZ at y = 4.8 km with contour intervals of 5 dBZ.
f) X-y cross section of the radar reflectivity dBZ at z = 2.05 with contour intervals of 5 dBZ.
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Fig. C-3-11

(Continued.)
g) X-z cross section of 10 X log19(N?) at y = 4.8 km with contour intervals of 5. The unit of Ni is

m
h) The same as c), but for Qs.
i) The same as g}, but for Ns.
j) X-z cross section of 10 X log1g(Nos) at y = 4.8 km with contour intervals of 5. The unit of Nos

ism™%.

to decrease due to the precipitation and sublimation below the cloud base; the amount of

sublimation below the cloud base is greater than the amount of deposition above it. The

number of snow particles decreases via aggregation, precipitation and sublimation.

C-3-6. Sensitivity experiments

a) ‘Sensitivity to various ice nucleation terms
Results are summarized in Table C-3-3. The figures of EXN1, EXDS2, EXHM, EXBKI,
EXBK2, EXS1 corresponding to Fig. C-3-7 of EXDS1 are shown in Figs. C-3-20, C-3-24, C-3-
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Fig. C-3-12 a) Total accumulated precipitation field of snow at ¢ = 213 min by EXDS1. The unit is 0.1
kg/m?, and the contour interval is 0.2 kg/m?2.
b) The same as a) but for graupel.

27, C-3-30, C-3-31, C-3-32, respectively. The figures of EXN1, EXDS2, EXHM corresponding
to Figs. C-3-17 and C-3-18 of EXDS1 are shown in Figs. C-3-21, C-3-22, C-3-25, C-3-26,
C-3-28, C-3-29, respectively.

a-1) EXNI

As shown in Table C-3-3 and Fig. C-3-23, number concentration of ice particles is 1-
order smaller than that of EXDS1. The maximum value of number concentration of ice
particles is 1/4 of the observed counterpart. The dominant generation term of cloud ice
is not deposition/sorption nucleation (Pidsn, Nidsn) but freezing of cloud droplets (Pifzc,
Nifzc) as shown in Fig. C-3-21b and C-3-22.

It is an interesting discovery that the conventional term of deposition/sorption nucle-
ation by Fletcher is incapable of explaining the high number concentration of ice crystals
in the observed cloud, while freezing of cloud droplets can produce fairly large number con-
centration of ice particles which is still smaller than the observed one but appears to be in
a tolerable range.

In Fig. C-3-23, z-z cross sections of number concentfations of snow and graupel and
radar reflectivity at ¢ = 80min in EXN1 are shown. The maximum of radar reflectivity in

EXNT1 is about 40dBZ, which is larger by 10dBZ than the observed value. Z (see Eq. 54 in

Murakami, 1990) is approximated as
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Fig. C-3-16 The same as Fig. C-3-13 but for ¢ = 120 min. po = 10712, 10—10, 10~ 125~ are used for a), c)

and d), respectively.
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Fig. C-3-17 a) The dominant mass production terms (TPxqqq: kgm_zs—l) in forming snow and graupel Fig. C-3-18 The dominant number production terms

as a function of time by EXDS1. TPRD(Qc)* = TPRD{Qc) — TPcend. For positive value
TPxqqq > 10"6, log19(TPxqqq) is drawn in the upper part of the figure. For negative values
TPxqqq < —10"6, —logy9(~TPxqqq) is drawn in the lower part of the figure. For — 10~6 <
TPxqqq < 10_6, values are plotted on the horizontal line indicated by — 6 on the ordinate,

b) The dominant mass production terms (TPxqqq: kgm—zs_l; expressed in logyg(TPxqqq))
involving cloud ice as.a function of time by EXDS1.

(Tquqq:m_zs_l) in forming cloud ice,
snow and graupel as a function of time by
EXDS1. For positive values TNxqqq >
po = 102, log19(TNxqqq) is drawn in the
upper part of the figure. For negative val-
ues TNxqqq < —pg, — logyg(—TNxqqq)
is drawn in the lower part of the figure.
For — pg < TNxqqq < pg, values are
plotted on the horizontal line indicated
by 2 on the ordinate.
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TPs.sacw=47(76) TPccnd=71
TQc=35 (119)
(127)
TPg.sacw=]2
(4)
TQs=63 TQg=17 K
(94) (7) TPgacw=22(14)
TPgdep(z>0.75)=5(3)
TPgdep (2<0.75)=-1(-1)
TPsdep(2z>0.75{)=57(20) TQv=6000
(6120)
TPsdep(z<0.75])=-1(-22)
PRCP.S=0 PRCP.G=6 PQv"W"=105
(10) (3) (100)

SEA SURFACE

Fig. C-3-19a Dominant mass production terms in precipitation formation by EXDS1 at ¢ = 60 min and

t = 133 min (denoted by bracket)(a developing or mature stage). The unit for T'Qu, T'Qc, TQs
and TQg is g/m2, and the unit for TPccnd, TPs.sacw...PRCP.s is 10-3 g/m?/s.

TPs.sacw=27(93) TPccnd=22
TQc=15 (8)
(63)
TPg.sacw={0.4(0.6)
TQs=210 TQg=29 K
(222) (29) TPgacw=12(86)
N
TPgdep(z>0.75)=3(7)
TPgdep(z<0.75)=-4(-3)
TPsdep(z>0.75])=61(118) TQv=5960 -
(6130)
TPsdep (z<0.75()=-15(-21)
PRCPs=19 PRCPg=34 PQV"W"=105
(13) (20) (100)

SEA SURFACE
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Fig. C-3-19b The same as Fig. C-3-19a, but for { = 80 min and ¢ = 147 min (denoted by bracket)(a mature
or decaying stage).
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TPs.sacw=0 TPccnd=27
TQc=8

TPg.sacw={0.0

TQs=174 TQg=2

TPgacw=0

TPgdep(2z>0.75)=0

TPgdep(z<0.75)=-2

TPsdep (2>0.75()=11 TQv=6090

TPsdep(2<0.75|)=-44

PRCPs=58 PRCPg=4 ~ PQV"¥"=103

SEA SURFACE

Fig. C-3-19¢ The same as Fig. C-3-19a, but for ¢ = 100 min (a decayed stage).

Z=ZD6~N(’)—Q—>20<N“1
- N

Therefore, this difference is partly attributable to the low ice nucleation rates and resultant
low number concentrations of cloud ice and snow in EXN1.
In EXN1, Qc exceeds the threshold value (Q., = 107%) for the conversion of cloud water

into rain which is given as

Pcenr = 1073(Qc — Q.0),

and rain is generated. However, the amount of rain is small; the generation term of graupel
via collision between ice particles and rain (Piacr, Pg.sacr) and freezing of rain (Pgfar) is
smaller than Pscng (at most 1/4 of Pscng); the most dominant term of graupel generation
is still Pscng; the growth of snow and graupel by accretion of rain is still less than Psacw
and Pgacw. Therefore, rain does not play a dominant role in precipitation formation.

The differences between EXN1 and EXDS1 are summarized as follows: 1) The maximum

of Ni and Nsis 3 x 10*m ™3, 1-order smaller than those by EXDS1. 2) In EXN1, freezing of
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Table C-3-3  Results of the sensitivity experiments (Table C-3-1) to ice nucleation rates. The suffix “max” to Nz means the maximum value in the domain

during 0 < t < 213 min. In the row of TQc.max, the time when T'Qc takes its maximum is shown in the bracket, which reflects the onset time of
glaciation. In the colurmns of EXS1 and EXS2, values left to the arrow symbol denote the maxima during 0 < ¢ < 120min, and values right to the
arrow symbol denote the maxima during 120 < ¢ < 213min.

EXN1  EXDS1 EXDS2 EXHM EXFZ1 EXFZ2 EXBK1 EXBK2 EXS1 EXS2
ds X 108 ds X 108 -3 ~-30 Bigg X 102 Bigg X 105 A=10 A=100  0.95-1.75 1.75-3.15

Ni.max(m~3) 3 x10* 3 x10°5 107 2 X 105 4 x 105 3 x 108 105 3x 107 105->3 x 10* 4 x 15— 2 x 104
TNimax(m~2) 8 x 105 107 6 x 108 8 x 105 8 x 105 4 x 107 2x10% 6x10° 5x107>10® 107—3 x 10°
TQi.max(0.1kg/m?) 6X107% 6x107*3x%X10725x%x107%4x10"* 2x10-5 10 8 X102 107355 X 1075 4X10"%4—>7x 107"
Ns.max(m~3) 2 X 10* 2 X105 108 2 x 105 105 108 2 X 105 108 1053 x 10* 6 x 105— 10%
TN s.max(m™~2) 3 X108 3x107 3x10% 5 x 107 107 108 8 x 105 2 x10%8 10%8—2 X 106 4 x 107> 3 x 108
Ng.max(m™?) 3 x10% 10% 10% 2 x 10¢  10% 3 x 10* 2 x10° 5x10% 10%—3 x 10° 2 x 10%*— 10°
TNg.max(m™2) 2% 10% 7 x 107 108 2 x 108 8 X 10° 108 10° 2 %105 6 x 105->10° 6 x 10°— 105
TQc.max 1.2 0.4 0.1 0.8 0.5 0.1 1.1 1.1 <01 0.3

(67min) (53min) (80min) (60min) (53min) (53min) (67min) (67min) (47min) (53min)
(0.1kg/m?) 1.5 1.3 1.6 1.3 2.0 1.4 2.7 1.5

(147min) (133min) (140min) (140min) (147min) (140min) (113min) (127min)
at t=213min '
TQs(0.1kg/m?) 1.2 3.4 4.6 3.7 3.2 4.2 1.7 4.8 2.1 2.0
TPRs(0.1kg/m?) 2.6 2.6 1.2 1.6 2.8 1.8 1.8 0.5 2.0 2.8
TQs +TPRs(0.1kg/m?) 3.8 6.0 5.8 5.3 6.0 6.0 3.5 5.3 4.1 2.8
TQg(0.1kg/m?) 0.9 0.2 <0.1 0.2 0.3 0.2 0.0 0.2 0.6 0.1
TPRg(0.1kg/m?) 1.6 1.2 0.1 2.1 1.3 0.5 1.2 1.0 2.4 1.3
TQg+TPRg(0.1kg/m?) 2.5 1.4 0.1 2.3 1.6 0.7 1.2 1.2 3.0 1.4
TPRs +TPRg(0.1kg/m?) | 4.2 3.9 1.2 3.7 4.1 2.3 3.0 1.5 4.4 4.1
7 +TQs +TQg(0.1kg/m?) | 6.3 7.4 5.9 7.6 7.6 6.7 4.7 6.5 7.1 6.2
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Fig. C-3-20 The same as Fig. C-3-7 but for EXN1.
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Fig. C-3-21 The same as Fig. C-3-17 but for EXN1.

2086 120 186 200min

Fig. C-3-22 The same as Fig. C-3-18 but for

EXN1 and pp = 10.
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cloud droplets (Pifzc) is the dominant generation term of cloud ice which is 10 times larger
than deposition/sorption nucleation (Pidsn) but 1/10 of enhanced Pidsn in EXDSI1. 3) TQc
by EXN1 is larger than EXDS1 and T'Qs is by a factor of 0.3 ~ 0.5 smaller than that of
EXDS1. 4) Glaciation in EXN1 occurs 13min later than EXDS1. As for 3), a qualitatively
similar result was obtained by Rutledge and Hobbs (1984).

a-2) EXDS2

The differences between EXDS2 and EXDS1 are as follows: 1) TQc by EXDS2 is almost
zero, much smaller than EXDS1. 2) The maxima of Ni and Ns are 10’'m~3 and 10%°m~3,
respectively, much larger than those by EXDS1. 3) The cloud in EXDS2 is glaciated from
the beginning of time, and main precipitation formation is depositional growth of cloud ice
and snow rather than riming process. 4) Little precipitation occurs because of the small fall

velocity of small snow particles.

a-3) EXHM

The differences between EXHM and EXDS1 are as follows: 1) T'Qc by EXHM is larger
than EXDS1, although the maximum values of Ni and Ns are nearly the same as those by
EXDSL1. 2) The cloud in EXHM is glaciated 13min later than EXDS1, similar to EXN1. 3)
The precipitation amount of graupel is much larger than that of EXDS1, while that of snow
is much smaller than that of EXDS1. These characteristics are attributable to the timing of
Hallet-Mossop rime-splinter production of ice nuclei. The number of ice crystals are almost
the same as EXN1 until cloud water accumulates in air and riming occurs. Therefore, the
beginning of glaciation is almost the same as EXN1. However, once riming takes place, the

number of cloud ice particles rapidly increases, resulting in sharp glaciation.

a-4) EXFZ1 and EXFZ2
As shown in Table C-3-3, the results of EXFZ1 are similar to those of EXDS1, and those
of EXFZ2 are between those of EXFZ1 and EXDS2.

a-5) EXBKI and EXBK2
The characteristic features of EXBK1 are as follows: 1) During 0 < ¢ < 80min when
production and growth of graupel and snow are small, the results of EXBK1 are similar to

EXN1. The beginning of glaciation is almost the same as EXN1. 2) T'Qs is larger than that
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Fig. C-3-23 The same as Fig. C-3-10 but for EXNI.
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Fig. C-3-24 The same as Fig. C-3-7 but for EXDS2. The unit of Qi in a) is 0.1 g/kg.
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Fig. C-3-25 The same as Fig. C-3-17 but for EXDS2.
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Fig. C-3-26 The same as Fig. C-3-18 but for EXDS2 and py =
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Fig. C-3-27 The same as Fig. C-3-7 but for EXHM.
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Fig. C-3-28 The same as Fig. C-3-17 but for EXHM.
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of EXN1. 3) TNi and TN s are 2 ~ 3 times larger than those of EXN1 and almost the same
as those of EXDSI.

The characteristic features of EXBK2 are as follows: 1) The maximum value of TQc is
similar to that of EXN1. 2) TNi and TN s are 10° times larger than those of EXN1. 3) The
precipitation amount is 1/3 of EXN1. Remarkable increase of Ni and N 5 is attributable to
that the number of collisions between snow and graupel is proportional to the product of

Ns and Ng.

a-6) EXSI and EXS2

The characteristic features of EXS1 are as follows: 1) During 0 < ¢ < 60min, the results
of EXS1 are similar to those of EXDS2 in large Ni, Ns é,nd Q@s, and very small Qc, Qg and
little precipitation. 2) During 120 < ¢ < 213min, the results of EXS1 are similar to those
of EXN1 in large Qc, Qg, large precipitation rate and small Ni and Ns. Seeding effect in
suppressing precipitation is remarkable (overseeding) until ¢ = 100min. However, this effect
does not continue long. The seeding effect of EXS2 is not so remarkable as that of EXSI,

indicating that seeding at the lower part is more effective.

a-7) Summary

In EXN1, the maximum value of number concentration of ice particles is 1/4 of the
observed counterpart. The dominant generation term of cloud ice is not deposition/sorption
nucleation (Pidsn, Nidsn) but freezing of cloud droplets (Pifzc, Nifzc). Freezing of cloud
droplets can produce fairly large number concentration of ice particles which is still smaller
than the observed one but appears to be in a tolerable range. The number concentration
of ice particles is 1-order smaller than that of EXDSI. The radar reflectivity is the largest
among all experiments, yielding a difference of 10dBZ from the observed value.

The increase in the number concentration of ice crystals to the observed value (2 x
10°/m®) by enhancing Fletcher’s deposition/sorption nucleation results in rapid glaciation
(13min earlier), the decrease of cloud water, the increase of deposition, the decrease of
riming, the increase of the number concentration of graupel, the increase of snow in mass
and number, the decrease of the precipitation intensity of snow and the decrease of radar
reflectivity to 37dBZ.

A further increase in the number concentration of ice crystals to the value (107/m?)

results in suppression of precipitation and glaciation of cloud with little cloud water, little

— 174 —



— QLT —

20

0

40

80

la) 0.1g/kg

lllll

1.007 by 0.1kg/m?

3.00¢

1l

1661 82 "ON ‘THIN 9Y3 Jo s310doy reoruyday,

120 160 2o'on;in 40810412101

Fig, C-3-30 The. same as Fig. C-3-7 but for EXBKI1.

50 200



— 9.1 —

0

40

80

120

200

20T 4y 0.1g/kg

1S5+t Qc
10} fy
-/
5t / Qi
»
o bedeeeeedd o Ve _
RN
PRTg PRTs
Sr 10

160

120

180 200min

5.00

4,00

0.0

A A

[ b) 0.1kg/m?

:

F!.l ol g

™

A58 A0

TPRg
TQi

T80 120

Fig. C-3-31 The same as Fig. C-3-7 but for EXBK2.

T80 200

166T 82 "ON ‘TN 943 Jo s310doy [ed1uyoa],




— LLT —

0 30 8.0 1%0 IBIO 200
a) 0.1g/kg |

20

40 80 120 160 20

----- T

lllllllllllllll TrTrt°

15 3.00 by 0.1kg/m?

10 [

1
(/2]

0 40 80 120 180 200min

Fig. C-3-32 The same as Fig. C-3-7 but for EXS1.

1661 82 "ON ‘THIN 943 Jo s3r0doy [edmuyoag,



Technical Reports of the MRI, No. 28 1991

graupel and abundant snow.

Based on these experiments including seeding experiments EXS1 and EXS2, it can be
said that there is the possibility of suppressing precipitation or changing the location of
precipitation leeward by overseeding. -

The maximum of the number concentrations of cloud ice and snow obtained from EXN1,
EXDS1, EXFZ1, EXHM and EXBKI1 lies within a tolerable range, i.e., within one order
different from the observed couﬁterpart. There are differences among these experiments in
the amount of clouci water {(T'Qc) and the onset time of glaciation. In EXHM and EXBK1,
the amount of cloud water and onset time of glaciation are nearly the same with EXNI,
while, in EXDS1, T'Qc is smaller and the onset time is earlier than that in EXNI. In most
experiments, the level of the maximum N4 is higher than that of the maximum Qcby 0.5 ~
1.0km. However, EXHM shows the proximity of both levels. In addition to these numerical
Sensitivity experiments, more observations are needed, especially on the developing stage of

the cloud, for more understanding of the ice nucleation processes.

b) Sensitivity to rg
The parameter o (Eq. B-(11-27), Table B-11-1) is assumed to be the minimum radius
of snow and graupel pa,rticles which determines the minimum weight of snow and graupel

~ particles as folloWs:

4 3 4 3
My = 4 PsTo mg0:?pg70~

3

The conversion term from cloud ice to snow (Picns: Eq. B-(11-30)) is highly dependent
on m,o. The conversion term from cloud ice to graupel via riming (Picng: Eq. B-(11-36));
Pg.acw: Eq. B-(11-38)) is also highly dependent on m,q. However, in the present case, Piacw
is less than Pidep, and Picng is not effective. Picns almost balances Pidep. As shown in Table
C-3-4, the number and mass of cloud ice are highly dependenf on the parameter rg, while
the number of snow particles is not so sensitive to it from a global point of view. The total
precipitation is not dependent on r as shown in Table C-3-4. However, locally speaking,
the parameter brings about some differences in the snow field. Around the region where
updraft is strong and snow and graupel particles‘a.re vigorously generated, the number of
snow particles in the case of'small ry is larger than that for large r¢, as shown in Fig. C-3-33.
As a consequence, radar reflectivity for o = 50um attains 33dBZ at this region, smaller than

37dBZ in the case of 7o = 75um (see Fig. C-3-11e). Smaller 7y gives rise to more realistic
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Table C-3-4  Sensitivity to the parameter 7. “rnn” denotes the experiment which adopts the value “nn”
um for r¢. In the experiments in the table, the value 32 is used for a2A¢t. The unit of Ni.max
and Ns.max and Ns.max is m~%; “max” denotes the maximum value during 0 < ¢ < 213
min; the unit of T'Qi, ...TPR.g is kg/m?2.

Nimax TQ1i Ns.max TQs TPR.s TQg TPR.g dBZ.max
EXDS1.r50 1080 2.8 X 10~% 1053 0.34 0.25 0.01 0.11 33
EXDS1.r75 1033 6.0 X 10—% 1053 0.34 0.26 0.02 0.12 - 36-37
EXDS1.r100 1058 1.2 X 1073 103-4 '0.31 0.24 0.02 0.13 40

Table C-3-5  Sensitivity to the parameter a2Af. “ann” denotes the experiment which adopts the value
“nn” for a2At. SUM.2 = TPR.2 + TQz (z = s or g) Values at ¢ = 213 min are listed. The
unit of T'Qz and TPRz is kg/m?.

TQs TPRs SUM.s | TQy TPRg SUM.g | TPRg/TPRs SUM.g/SUM.s

EXN.al0 0.18 0.32 0.50 0.06 0.09 0.15 0.28 0.30
EXN.a32 0.12 0.26 0.38 0.09 0.15 0.24 0.58 0.63
EXN.a80 0.06 0.16 0.22 0.11 0.26 0.37 1.6 1.7

dBZ, but more unrealistic Ns.

¢) Sensitivity to a2At

The parameter a2At (see Eq. B-(11-43)) has a large influence on the conversion term
of snow into graupel via riming (Pscng). Results of sensitivity experiments to a2At are
summarized in Table C-3-5. As a2At becomes large, more graupel is generated and snow
is suppressed. From observational studies, the ratio of the precipitation amount of graupel
over that of snow is about 0.1 ~ 1.3 (Konishi et al., 1989; Mizuno, 1989). An appropriate

value for a2 At is considered to be 10 ~ 40.

C-3-7 Comparison with observations ,
Comparison with observations is summarized in Table C-3-6. Main discrepancy is in
radar reflectivity. As for the maximum of the number concentrations of cloud ice and snow,

EXN1, EXDS1, EXFZ1, EXHM and EXBKI1 reproduce it within a tolerable range.
a) Contribution ratio of riming over deposition to the growth of ice particles

Harimaya and Sato (1989) measured the contribution ratio of riming over deposition to

the growth of snow aggregates around Sapporo. They reported as follows: When a strong
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Fig. C-3-33 X-z cross sections at ¢ = 80 min by EXDS1.r50.
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Fig. C-3-33 (Continued.)
g) The same as Fig. C-3-10k but for rg = 50um.
h). The same as Fig. C-3-101 but for 7o = 50um.

Table C-3-6

NOH

UL

r h)

TTT T

Comparison between results of EXN1 and EXDS1 and

observations at Tobishima (Murakami et al., 1990) and
Otaru (Magono and Lee, 1973).

S »x 10xLBG10

T T T

Tobishima Otaru
(1989) (1970)
Feb. Jan,
sim. obs. obs.
EXN1 EXDS1
cloud top(km) 3.0 3.0 3.0 1.5 ~ 2.5
temp.(°C) -20 —20 ~15 ~—22
cloud base 0.7 0.7 1.0 05~15
temp.(°C) -8 -8 -9 ~-15
horizontal scale (km) 5 5
max.w(m/s) 4
max dBZ 40 37 30
max.Qc(g/kg) 1.4 1.0 0.12 1.0
max.(Ni +Ns)(m~3) | 5 x10* | 5x10° | 2x10° | 5 x 10%
max.Qs(g/kg) 0.7 1.2 0.25 0.1

stage, rimed snow particles with the riming proportion of about 50% fell.
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snow cloud passed over the observation site, first, graupel particles fell and riming propor-
tion increased (80-100%). Then the snowfall intensity continues to increase gradually. By
contrast, the riming proportion decreased from 80-100% to 60%. In the later stage, both the
snowfall intensity and riming proportion become small (40-60%). Mizuno et al. (1990) also
observed snow clouds around Sakata. From their observation, at the first stage, graupel and

heavily rimed snow particles fell with the riming proportion greater than 70%. At a later
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Table C-3-7  Riming proportion ratio in EXDS1 and EXNI1.

EXDS1 EXN1
developing mature developing mature
to mature to decay to mature to decay

t (min) 60 133 80 80 147 100
Rrim 0.54 0.76 0.41 0.85 0.80 0.56

These characteristic features are well reproduced by the model. The riming proportion
ratio defined as

TPs.sacw + TPg.sacw + TPgacw

Rrim =
"M = TPs.sacw + TPg.sacw + TPsdep + TPgacw + TPgdep

is listed in Table C-3-7. This ratio does not directly correspond to the observed ones by
Harimaya and Sato (1989) and Mizuno et al. (1990). However, it can be said that, at least

qualitatively, the model reproduces the riming proportion ratio successfully.

b) Comparison of Nos and Nog with observations

Hariméya (1978) observed size distributions of snow and graupel around Sapporo
(43.08N, 141.35E). Yagi et al. (1979) did the same at Nagaoka (37.45N, 138.80E). Kajikawa
and Kiba (1878) observed that of graupel around Akita (39.75N, 140.10E). These observed
Nos and Nog as a function of precipitation rate R (mm/hr) are plotted in Fig. C-3-34,
together with Nos obtained by Gunn and Marshall (1958). Sapporo and Nagaoka are lo-
cated about 15km distant from the sea coast. Moreover, a range of hills as high as 400m
lies between Nagaoka and the sea coast. Therefore, the clouds observed by Harimaya and
Yagi et al. are not considered to be representative convective clouds over the warm Sea of
Japan. The dependency of Nos and Nog on precipitation rate, R, show a lot of variation,
' suggesting the complex influence of meteorological and geographical conditions on Nos and
Nog. This dependency of Nos on R is different from Gunn-Marshall’s which is considered
to fit well with the stratiform cloud where aggregational growth is dominant.

For the observed case of Feb. 4, 1989 at Tobishima (see Fig. C-3-4), Nos estimated by
extrapolating the size distribution curve to D = 0is 10® ~ 8 x 10’"m™*, showing a large
variation with height. On the other hand, that estimated by the formula based on the inverse

exponential size distribution function,

. 1/3
Nos=Ns (ﬂ—pst>

pQs
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Table C-3-8 Nos and Nog (m~*) simulated in EXDS1 and EXN1 as a funtion of
the cloud stage and precipitation rate, R (mm/hr). These are shown
in Fig. C-3-34 (EXDS1, A; EXN1, x).
EXDS1 EXN1
time(min) 80 100 120 100 113 127 -
PRCP.s(mm/hr) 1.0 2.0 1.0 1 25 1
Nos(m™%) 2x105 2x107 5x107 [ 1x10° 3x10° 5 x10°
EXDS1 EXN1
time(min) 73 80 87 80 87 93
PRCP.g(mm/hr) 1 2.5 1 1 2.5 1
Nog(m~*%) 1x10% 2x105 3x10%|3x10% 6x10%* 2x10°
Nm(m—) NOg(mq) i

rJlHII

IIIHI IIIIITI

IIHII i]lll]]

L1t

IIIHIl

flIHI[

JIIIHJ
0.1

1

10 0.1
R (mm/ hr)

[ 10
R (mm/hr)

Fig. C-3-3¢ Nos and Nog (m—*) simulated in EXDS1 (A) and EXN1 (x) as a function of precipitation
rate, R (mm/hr). Empirical formula of Yagi et al. between Nos and R based on. observational
studies for the cases of 1978 and 1979 are indicated by Y78, and Y79; that of Kajikawa by K;

that of Gunn and Marshall by GM. Harimaya’s data are indicated by O.

with substitution of Ns = 10°m™2 and pQs = 0.13g/m?, is 6 x 108m~*. This large difference

means the inadequacy of the assumed inverse exponential size distribution. Precipitation

rate for this case is about R = 0.5mm/hr.

Nos and Nog in the simulated clouds are listed in Table C-3-8, and also added in Fig.

C-3-34. Nos and Nog obtained in the simulation show remarkable dependency on the stage
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of the cloud rather than the precipitation rate. Nog increases monotonically as the cloud
evolves from stage 3 to 5; Nog at the stage 5 is larger than that at stage 3, even for the
same precipitation rate. The same can be said about Nos. The examples of Nos in EXN1
are shown in Fig. C-3-35. These results simply reflect the fact that relatively large particles
fall down to the ground faster than smaller ones and that large particles are more abundant
at the developing or mature stage of cloud than small ones at the decaying stage.

A direct comparison between the observed and simulated Nos and Nog is not fruitful
because of neglecting the stage of the cloud in observations and the long distance of Sapporo
and Nagaoka from the sea coast. With these reservations, the following might be said: Nos
of EXDS1 is larger than the observed counterpart, while Nos of EXNI1 is smaller; Nog of
EXDS1 is close to the observed counterpart, while Nog of EXN1 is smaller. These discrep-
ancies are partly related to the essential unknowns‘about ice nucleation terms, and partly

to the insufficiency of the bulk parameterization adopted in the model.

C-3-8. Summary and conclusion

We have developed a bulk parameterization scheme of cloud microphysics which predicts
not only the number concentrations of cloud ice and snow but also that of graupel (N, Ns
and Ng) in addition to the mixing ratios of six water species (water vapor, cloud water,
cloud ice, snow and graupel), and this scheme is applied to the 3-dimensional simulation of
the convective snow cloud observed over the Sea of Japan on Feb. 4, 1989, with the cloud
top temperature at —20°C.

Sensitivity experiments are conducted for three kinds of generation terms, i.e., ice nu-
cleation rates (C-3-6 a)), the conversion term of cloud ice into snow via depositional growth
(C-3-6 b); Picns), and the conversion term of snow into graupel via riming growth (C-3-6
¢); Pscng).

Ice nucleation terms exert a large influence on the number concentrations of cloud ice,
snow and graupel, the amount of supercooled cloud water, the amounts of riming and de-
position and the timing of glaciation. When conventional parameters for Fletcher’s depo-
sition/sorption nucleation, Bigg’s freezing of‘ supercooled droplets and Hallet-Mossop rime
splinter nucleation are used, the maximum number of ice particles reproduced by the model is
1/4 of the observed counterpart. Radar reflectivity is larger by 10dBZ than the observed one,
and Nos and Nog are smaller than the observed ones. In this case, freezing of cloud droplets

plays a dominant role in ice crystal generation rather than Fletcher’s deposition/sorption
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Fig. C-3-35 Qs and Nos fields by EXNI.
a) X-z cross section of Qs at ¢ = 87 min with contour intervals of 0.1 g/kg.
b) X-z cross section of logyg(Nos) at £ = 87 min with contour intervals of 5. The unit of Nos is
m— 4. -
c) The same as a) but for ¢t = 107 min.
d) The same as b) but for ¢ = 107 min.
e) The same as a) but for ¢t = 133 min.
f) The same as b) but for ¢ = 133 min.
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nucleation. When ice nucleation terms are enhanced to reproduce the number concentration
of 10°-10°m—2, the amount of supercooled cloud water decreases, the amount of snow in-
creases in mass and number, and radar reflectivity decreases. Further enhancement of the
number concentration of ice particles to 105-107m—2 leads to the suppression of precipita-
tion with abundant snow in air. This gives some support to the possibility of suppression of
precipit#tion by overseeding.

Sensitivity experiments to the parameter ro which has a large influence on the conversion
term of cloud ice into snow (Picns) reveals that the parameter ry have a large influence on
the mass and number of cloud ice particles, but not on the mass and number of snow and
graupel particles.

Sensitivity experiments to the parameter a2 At which has a large influence on the conver-
sion term of snow into graupel (Pscng) reveals that the parmeter a2 At has a large influence
on the mass and number of snow and graupel particles and their precipitation amount. a2 At
is tuned so as to reproduce the observed ratio of precipitation amount of graupel to that of
snow, and 10 §a2Ai = 40 is found to be appropriate for the present case. Such a tuning
appears to be inevitable to some extent in a bulk parameterization.

Precipitation formation in the simulated cloud is as follows (C-3-5 c)): The water vapor
supplied from the warm sea surface is lifted upward by convection and condenses to form
supercooled cloud droplets. At the developing and mature stages of the cloud, these super-
cooled droplets are accreted on snow and graupel particles, And this riming process is more
dominant than the depositional process in precipitation formation. At the dissipation stage,
almost all of the supercooled cloud droplets are depleted, and graupel particles are absent;
depositional growth is the dominant process for the growth of snow above the cloud base;
below it, sublimation from snow particles is activé enough to be almost equal to deposition
above the cloud base. Aggregation of snow becomes active after the mature stage. The net
decrease in the number of snow at the decayed stage is due to aggregation, precipitation and
sublimation. These features are consistent with observational studies of Harimaya and Sato
(1989) and Mizuno et al. (1990). 7

In this simulation, Nos and Nog are found to be more dependent on the stage of the
cloud than the precipitation rate. Even for the two cases of the same precipitation rate, Nos
at the developing stage is smaller than that at the dissipating stage. This point should be
confirmed in future field experiments.

The merits of predicting number concentrations of cloud ice, snow and graupel are as
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follows:

i)  No need of the prescription of Nos and Nog.

ii) Capability of simulating the separation between heavy large particles and light small
particles via precipitation.

iii) Capability of simulating aggregational growth.

iv) Applicability to seeding experiments.

However, for predicting number concentrations of ice particles realistically, more reliable

knowledge about ice nucleation is needed, because they are so sensitive to ice nucleation

terms as they are demonstrated in this study.
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D. Guide to running the model




D-1. Flow charts of the program

D-1-1. Job step

Job is divided into 3 job steps currently.
‘Job Step 1

Preparation of eigen-vectors and values which are used in pressure equation slover is
made in disk by sub. CVEVSL The grid structure and lateral boundary conditions must be
specified in the same way as those specified in the running model.
Job Step 2

Running the model (time integration of the equations).

See the main program SIMAIN in men. SFEXMAIN2.
Job Step 3

Plotting the results of the model. See the main program PLCONYV in mem. PLPMN.

D-1-2. Flow chart of the main program “SIMAIN” for the job step 2

initial set-up procedures

VRGDIS -~ - — generates variable grids in arrays VRDX, VRDX2......
INIFLD - - - set environmental initial fields »
ORGINO - —— generate system constants such as mountain shape Z,, metric

tensors G1/%, G'2, G'® and reference atomosphere.

SETEXT —--— set external environmental fields which are currently the same as
the initial environmental fields in arrays EXTU, EXTV ,,,EX-
- TQV.

if (itst=0) then initial start-up; store system constants in disk sub. STMTCI.
else if (itst>0) then restart the model; load the results of the previous model run by
sub. LADMTS.

load eigen-vector and eigen-values in array EIGVCX, EIGVLX,,, from magnetic tape

start the time integration from it=itst to itend.

CADVC3 - - — compute advection term of u, v and w.
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CRSTUV - -- compute Reynolds stress of u, v and w in the free atomsphere
and at the lower boundary. Sensible and latent heat fluxes at the

lower boundary are also computed. (see B-10)

- CETUR5 - - - time integration of the subgrid scale turbulent kinetic energy. (Seé
Eq.B-(10-1)) ’
CPTQUVS- — - time integration of @, Qu, Qc, Qr, Qi, Qs, Qg,' including all
: cloud microphysical processes. '
CBUOYC -~ - buoyancy term is set in array BUOY. 8BUOY/8¢ is set in array
DBUYDT.
SUVPBD - — - set the time tendency of u and v at the open lateral boundaries in

array DUDTBC and calculate some data necessary for the specifi-
cation of the lateral boundary condition of the pressure equation.

(see B-7-2 ¢) and B-7-3).

time integration of u, v, w, and puressure
if (swemp=0) then anelastic scheme, iteration for pressure equation

do 10 i=1, itrmx (i: iteration counter)

MODADV | — —— modify advection term to provide forcing terms
‘ ’for pressure eq.
10 SCP1 — — — Poisson equation solver
SVELC — — — time integration of u, v and w.

else if (swcfnp:l) then E-HI-VI scheme

‘MODADV - —— compute Egs. B-(3-31), (3-33), (3-35).

SCPI ' —-—— Hehnholtz eq. Solver

SVELC
else if (swemp=2) then E-HE-VI scheme

MODADV -

FTVELC — — — repeat small time step integration of u, v, w, p
end if
CNVED3 -~ - the eddy diffusion coefficients K,, are dianostically determined

from the turbulent kinetic energy computed by sub. CETURS.
if (mod(it, istrmt)=0) store the numerical results into disk by sub. STRMTS.
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it —— it+1

if (it<itend) then repeat time integration

else stop

D-1-3. Flow chart of the subroutine CADVC3

CADVC3 - - - compute advection term in flux form

compute ADVW:
compute flux Uw, and ADVW «——— 9zUw
compute flux Vw, and ADVW «——— ADVW 4+ 9zVw
compute flux W*w, and ADVW «——— ADVW + 0z2W*w
artifical diffusion DMP2DN (see B-12-2) DUMPNL (see B-12-1)
LTRLB2 - - - adjust the values at the lateral boundary taking into account the

cyclic or open lateral conditions

end of computation of ADVW

compute ADVV in a similar way as ADVW

compute ADVU in a similar way as ADVW

return

D-1-4. Flow chart of the subroutine SVELC
SVELC - - - time integration of U, V, W for AE (plus P for E-HI-VI)
UADVB (V,))  set array FUBDI for V. At the inflow boundary of u, FUBD1 is
set to be zero. At the outflow boundary of u, FUBDL1 is set fQ be

_ non-zero. i
UADVBL1 (W,,) set array FUBDI for W.

VADVBL1 (U,,) set array FVBD1 for U.
VADVB1 (W,,0 set array FVBD1 for W.

time integration of ‘U inside the domain
if (swemp=0) then (AE)
Uittl « Pit, ADVU
else if (swemp=1) then (E-HI-VI-PI)
Uittt A’P, ADVU
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end if

time smoothing of U by applying Assellin’s time filter.

ORUCPH — — — estimate the phase speed of U at the open boundary following
Orlanski (see B-7-2 b))
input ;U1 Uit, Uittl
output: array CPHU -

EXTNRU — —— time integratonof U outside the boundary plane normal to
U-componet (see B-7-2 b)).
input: DUDTBC, U#, U*~1 EXTU
output: U*+1(1, 4, k), U*t1(2,4,k), Ut (nz,i,])

E’XTRXIA - —— time integration of U outside the boundary plane parallel to
U-component (see B-7-2 a)).
input: FVBD1(u), U, U#*~!, EXTU
output: U®+1(i, 1, k), U*+1(i,ny, k),

set U**1! outside the upper and lower boundary

output: U*+1(i, j, 1), U*+1(4, j, nz),
ADJ2DM — — — ‘adjust the values of U outside the lateral boundary taking

account of the cyclic or open lateral boundary conditions

time integration of V' in the similar way to U except that EXTNRV is called instead of
EXTNRU.

time integration of W in the similar way to U, except that EXTNRU is not called, and

upper and lower boundary conditions are kinematical conditions, i.e., always Wittl =
_G1/2G13Uit+l

if (swemp=1) then (E-HI-VI)
time integration of P; obtain Pitt! from A?P; time smoothing
ADJ2DM

end if

return
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D-1-5. Flow chart of sub.SCPI

Sub.SPAT in mem.SFXHEL is the pressure equation solver.

SCPI
SPFORI
SFPBD
SPAI

" return

prepare forcing term F in Eq. B-(6-1)
prepare boundary forcing Bz, By and Bz in Eqs. B—(6‘-3)—(6—5).
forward transformation in the z-direction (operate I @ P~! from
left)
VHELMX
— — — forward transformation in the y-direction (operate Q' ®1I
from left)
- — — TRIDIG: solve vertical structure Eq. B-(6-24),
CSij,;=Rij,;
C is tridiagonal matrix.
- - — backward transformation in the y-direction.
(operate Q ® I from left)
return

backward transformation in the z-direction (operate I ® P from
left)

D-1-6. Flow chart of the subroutine FTVELC
FTVELC: time integration of U, V, W and PRS by E-HE-VI scheme

set arrays PRSF,UF, WF used for small time step integration

PRSF
UF
VF
WF

FPFORI

———— PRS(,,,it-1)
——— U(,,it-1)
——— V{(,,it-1)
— W(,,,it-1)

- — — forcing terms on the pressure equation invariant during small time

step integration (FP.HE.INV and FPB.HE.INV; see Eqs.B-(4-8)
and B-(4-11)) are stored in array PFORCI

small time integration start
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do its=1, MSW(9)

end

small time step integration of UF™*! and VF™1!

at the open lateral boundary.

OUF OVF . . .
= = 0 is imposed, currently.
Oz Oz ‘ _
FPFORV - - - forcing terms on the pressure equation variant during small

time step integration (FP.HE.VAR and FPB.HE.VAR; see
Egs. B-(4-9) and B-(4-12)) are stored in array PFORCV

VRPOIS - - - solve 1-dimensional pressure equation for FTQ.

small time integration of W F™+1 and PRSF™! from P'".
WF outside the upper and lower boundaries are set.

doloop

small time integration end

set arrays PRS, U, V, W at it + 1 large time step using PRSF,UF,,WF obtained from

small time step integration

PRSF —— PRS(,,,it-+1)

UF
VF
WF

L U(,,it+1)
s V(,, it 1)
s W(,,it+1)

time smoothing of U, V, W, PRS

set values of U, V' and W outside the lateral boundary in the same way as AE or E-HI-VI

schemes

UADVBI1(V,,) set array FUBDL1 for V. At the inflow boundary of u, FUBD1 is

set to be zero.
At the outflow boundary of u, FUBDI is set to be non-zero. (see
B-7-2 a))

UADVBL(W,,) set array FUBDLI for W.
VADVBL(U,,)  set array FVBDI1 for U.
.VADVB1(W,,) .- set array FVBD1 for W.

. ORUCPH - -~ estimate the phase speed of U at.the open boundary following

Orlanski.
input: Uit—l, Uit, Uit+1
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output: array CPHU (see B-7-2 b)).
EXTNRU - - - time integration of U outside the boundary plane normal to U-
component.
input: DUDTBC, U, U#*~1 EXTU
output: U*+1(1, §, k), U*+1(2, 5, k), Uitl(nz,i,5) (see B-7-2 b))
EXTRX1 --- time integration of U outside the boundary plane parallel to U-
component.

input: FVBD1(u), U%, U~ EXTU
output: U**1(i, 1, k), U*+1(i,ny, k), (see B-7-2 a))

ADJ2DM . adjust the values of U, V, W outside the lateral boundary taking account

of the cyclic or open lateral boundary conditions

return

D-1-7. Flow chart of sub.CPTQVS
CPTQVS
if (msw(18)=3) then (dry case)
time integration of ® by sub.CPT5
if (msw(18)< 2) then (warm rain and cold rain)
CLDPHY: compute all source terms for @, Q,, - - Qg due to cloud micro-
physical processes and store them in array PPT‘, PQV, ,,,PQG.
(see B-11)
time integration of Qv by sub.CQS3
| time integration of Qc by sub.CQS3
time integration of Qr by sub.CQS3
if (msw(18)< 1) then (cold rain) ’
time integration of Q7 by sub:CQS3 ;
time integration of @s by sub.CQS?{ v
time integration of Qg by sub.CQS3
time integration of N4 by sub.CQS3
if (msw(18) < — 1) then |
time integration of N's by sub.CQS3
if (msw(18) < — 2) ther o
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time integration of Ng by sub.CQS3
“end if
if (msw(18)< 2) then
ADJQV4 -~ - instantaneous adjustment on Quittl, Qcit*l, @+ conden-
sation of water vapour into cloud water and warming (see
B-11-5 a))
time smoothing to Qu®, Qu*t, Qcw
ADJQV4 - - — instantaneous adjustment on Qut, Qc't, ©*; condensation of
water vapour into cloud water and warming
set lower and upper boundary values for @ and Qu.
(MSW(13)=0) no flux of ©® and Qv from the lower boundary
(MSW(13)=1) flux for © and Qv from the lower boundary |

end if
if (msw(18) < 0) then
ADJNUM - - - adjustment on N¢ for the fixed Qi (see B-11-7)
if (msw(18) < — 2) then
ADJNUM - — - adjustment on Ns for the fixed Qs
if (msw(18) < — 2) then
ADJNUM - ~ -~ 'adjustment on Ng for the fixed Qg
end if
return

D-1-8. Flow chart of sub.CQS3
CQS3 — —— time integration of QQ with the given production term PQQ (QQ =
QV, Qew...Qg > 0)

CADVET compute advection term of the flux form

CDIFE3 compute diffusional term (subgrid eddy) (see B-10)

DMPNL compute non-linear damping and 4-th order linear damping (see B-12-1
and B-12-2)

RLDUMP compute Rayleigh friction near the lateral Boundary and the upper
boundary is not active (see B-12-3 and B-12-4)

time intégration of QQ (QQ"™! — QQ™, QQ*~1, PQQ)
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UADVB1(QQ,,) set array FUBDI1 for QQ. At the inflow booundary of u, FUBD1
is set‘to be zero. ‘
At the outflow boundary of u, FUBDI is set to be non-zero.. (see
B-7-2 a))
VADVB1(QQ,,) set array FVBDI1 for QQ. At the inflow boundary of v, FVBD1
is set to be zero.
At the outflow boundary of u, FVBD1 is set to be non-zero, (see
B-7-2 a))
EXTRX1 time integration of QQ at the lateral boundary plane normal to the
u-component using array FUBDI1 which is set by sub.UADVB1
EXTRY1 time intégra,tion of QQ at the lateral boundary plane nornial to the
v-component, using array FVBD1 which is set by sub.VADVB1.
CHKMN2 check whether QQ is negative or not, and if positive, QQ is adjusted to
become zero, transferring positive QQ from adjacent grid points, under
the constraint of conservation of QQ.
TSMOTH apply Asselin’s time filter
ADJ2DM adjust the valués of QQ outside the lateral boundary taking account of
the cyclic or open lateral boundary conditions

return
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D-2. Specification of system parameters

They are divided into 4 classes, namely, P1, P2, P3 and P4 as below. An example of the
parameter list P3 and P4 is shown in Table D-1.

D-2-1. P1

Specification is made in the usual program. Load module must be renewed for changing
these parameters.
ex. NX, NY, NZ (The dimension of arrays in the program)

D-2-2. P2
Specification is made in MAIN.MAIN program which calls the main program SIMAIN.

SWCMP 0 for AE: PRCMP . .. dummy
1 for E-HI-VI; PRCMP1=1 (no other choice)
9 for BEHE-VI  PRCMP=0
MSW(1) 0 ~ - — no flux (free-slip) condition of u and v at the lower boundary
1 - - - flux (non-slip) condition of u and v at the lower boundary
MSW(2) 1 - — - no other choice
MSW(3) 0 - - ~ no other choice
MSW(4) 2 — — — no other choice (related to open outflow condition for non-normal
u, v, W)
MSW(5) 2 — —— no other choice (related to open outflow condition for ©,QV..)
MSW(6) 0 -~ —-— dummy
MSW(7) 1 — —— no other choice
MSW(8) 0 — - - dummy
MSW(9) N — - — N is the number of iteration in solving pressure equation for AE

and E-HI-VI schemes. 3 is sufficient for most cases. For E-HE-
VI, the number of small time integration during one large time
integration, A7 = (24t)/N

MSW(10) 0 — — - 3-dimensional mode (NY > 1 is additionally needed)
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1 - - - 2-dimensional mode (NY = 1 is additionally needed)
MSW(11) 0~ -~ no other choice
MSW(12) 0 — — - in the presence of a mountain, mountain growing method is acti-

vated to educe the initial shock (see B-13-4 a))
1 - — — in the presence of a mountain, wind growihg method is activated
to reduce the initial shock (see B-13-4 b))
MSW(13) 0 - — — no flux condition of ® and Qu at the lower boundary
*1-- - flux condition of @ and Qv at the lower boundary together with
MSW(1)=1 (see B-8 and B-10-2) -
MSW(14) —1 -~ - open in gz-direction and wall in y-direction; only effective for the
3-dim mode (MSW(10)=0, NY > 1)
0 —— - openin both x and y-directioris; only effective for the 3-dim mode
(MSW(10)=0, NY > 1)

1 - — — non-cyclic in z-direction, but cyclic in y-direction
2 —— — cyclic in both z and y-directions
MSW(15) 0 — - — no other choice
MSW(16) 0 — — — no other choice
MSW(17) 0 - —-- dummy
MSW(18) 2 — = — no cloud microphysics . . . dry model ,
1 - - — cloud microphysics . . . no ice. phase is included; warm rain pa-
rameterization
0 — — - cloud microphysics . . . ice phase is inchided.
-—~= (Qc, Qr; Qi, Qs, Qg; Ni) are predicted.
—1 ~ — — cloud microphysics . . . ice phase is included.
—-~— (Qc, Qr; Qi, Qs, Qg; Ni, Ns) are predicted.
—~2 - — - cloud microphysics . . . ice phase is included (see B-11).
e (Qc, Qr; Qi, Qs, Qg; Ni, Ns, Ng) are predicted.
MSW(19) 0 --- no other choice

D-2-3. P3 . ;
Specificatin is made in the input parameter list, VALINO: -
ITST , . stafttiem‘ step “it”; for initial start ITST=0
ITEND - end time step. time integration from it=ITST to ITEND
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Table D-1 An example of input parameter list for job step 2 (running the model).

\ SET NAME EOIMIO4.JCL.CNTL

JER° NAME SNGPLG
: //GO.SYABEND DD SYSQUT=A

//GO.SYSIN - DD =

$33,43PG.CNS(#4.0) BIGG=E+5:IACW->G(A=0.2):R5=75

SNCW=»%8,NO SEED(%100,-8):IDSN+«10**0(0.6):H-M(~8C)>:CTR:MOD
2-DIM,CYCLIC NEW ¢ 1.0%E-11)

1187 ITEND  ITMATU  ISTRMT 1T0UT ITCHK
2600 3200 80021 100 1200 1200
. ot oX bY DZ ++ECTURB..CHKMNS.THRESH 0.0
valim.BT —, .5 400.0 400.0 200.0
PTRF UGRF PTDIS PRESRF(MBY#* 0.1 10 PERCENT MOIST
283.15 0.0 1.5 1000.0
EKMHRF  EKMZRF  EKTHRF  EKEZRF  EKBACK 200
50.0 50.0 50.0 50.0 10.00
U TOBISIMA 1989.2.04 15JST
. 1 2 4 16 LATERAL BD.DIFFUSION 11
valin(LY)— -13.0 0.0 -0.0 0.0 0.000 1.0
, 20 30 39 60 UVHEXT(1> MEANCO)
3.0 10.0 10.0 10.0 0.0 1.0
21 50 60 12 PTQEXTC1) INFLOW
15.0 20.0 20.0 0.0
13 14 15 16 NRM,U,V EXTV+(1-RATIO)*VOLD
: : 0.0 0.0
17 18 19 20 RATIOH MSHBW
5.0 .
21 22 23 24 SWCHP PREEE ,(vm(%‘l)
v VARIABLE DIFFUSION CONST.
1 2 4 9 NON-L.DIF 20 ASTFC
Ma[vn(lz)—ﬁ -2.0 0.0 0.0 0.0 100.0 0.3
! 14 18 24 36 PTL0 DPTDZM
0.0 0.0 0.0 0.0 :
. 36 60 11 12 EOVERCHI-VI)
0.0 0.0 0.5
13 14 15 16 EKMHU EKMZU UPPER B.C.
100.0 100.0
17 18 19 60 EKMHW EKMIW LARGE DIFF.
100.0 100.0
21 22 23 24 EKMHT EKMIT PREVENT REFLECTIO
100.0 100.0
PT VARIABLE GRID
volin(13) 1 2 4 S  INITIAL THERMAL BUBBLE
3 -10.15 ©  -10.15 -9.85 -9.84 0.00 -0.3
9 10 16 17 oxL. DXL VARIABLE GRID
-8.80 -8.25 -4.50 -3.60  400.0 400.0
20 30 39 60  IX1 1x2
-1.35 9.35 15.85 90.0 20.0 180.0
13 14 15 16 oyl DYR
. 400.0 400.0
17 18 19 60  IV1 vz
3.0 133.0
2 22 23 60  COOLING F ITIATING CONYV
000.0 -0.0008  40.0 4.0 . L3
. av ' ORNGRAPHY . )
r\)a,[ﬁ(/n(l,Q) 1 2 4 5 . CIN ~vobim (36
5 1.0000  0.7700  0.6800  0.7100 ~1.0 4
9 10 16 17 1X78T IXTEN
0.8900  0.9100  0.8750  0.830 1.0 200.0
20 30 39 60 JYTST JYTEN
0.22 0.20 . 0.20 0.00 1.0 4.0
9 10 11 12 XCENT YCENT
. 120.0 4.0
13 14 15 60 PHX PHY
10.00 10.00

17 18 19 20 zTOP PUDT
0.0 <‘ﬂ!§i'r
e vadim (364)
NRLbﬂV(i,S)“j(::;::) .2 3 ¢ 0.1 -0.3 J

] 7 8 VARIABLE GRID Z
20.0 200.0
9 10 11 12 IzL 1zZu
' 5.0 15.0
13 14 15 16RLOUMP.1ZL RLDUMP.IZU
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15.0 35.0

‘1? .18 19 8ORLDUMP X RLOUMP Z
X 0.0 80.0
21 34 36 45
50000.0000
aR 1 , s FTeRD EXPC  *R2)
'W\L(m,(i,())\) > 10.0 -0.00
5 6 7 8PTGRD.RAND PT.RANDOM
0.000 0.0000
9 10 11 12 WMAX 11 INITIAL CONVERGE
0.0 6.0
13 14 15 16 x1 X2
75.0000  85.0000
17 18 19 80 PTDIF.LAND IXB.LS
250.0
21 34 36 45 U.BIAS V.BIAS
13.0
;; ° ‘Vébt{;"b (3616)

ISRTMT results are stored in magnetic tape at the time step ‘it’ which
fulfills mod(it, ISTRMT)=0

ITOUT results are printed out by line printer at the time step ‘it’ which
fulfills mod(it, ITOUT)=0; for quick look.

DT time step At(sec)

DX grid distance at the central part of the domain in the z-direction,
the unit of which is meter (see D-4).

DY grid distance at the central part of the domain in the y-direction,
the unit of which is meter.

DZ grid distance at the central part of the domain in the z-direction,
the unit of which is meter.

PTBIAS PTBIAS=0;.s; © = 0 + Ouias; 0 is the potential temperature
deviation stored in array PT which is acturally predicted in the
model.

PTDIS a parameter which specifies the amplitude of the potential tem-
perature for thermal bubble initiation (see D-7-1).

EKBACK the parameter associated with the coefficient for the 4-th order
artificial diffusion for damping small scale noises (2 grid noises)
(see D-9-2).

D-2-4. P4

Specification is made in the input parameter list, VALIN and KZIN. Initial environmen-

tal fields and system parameters, such as coefficients of Rayleigh friction are given in the

input parameter list as shown in Table D-1.
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D-3. ‘Scheme selection among AE, E-HI-VI and E-HE-VI

The parameter SWCMP=0 --— AE
The parameter SWCMP=1 --- E-HI-VI
The parameter SWCMP=2 - - - E-HE-VI

Parameter SWCMP is set in MAIN.MAIN program which calls main program SIMAIN.

— 204 —



D-4. Size of the domain, grid indexing and
variable grid generation

The array size (NX, NY, NZ) must be set in the parametér statement of the main
program SIMAIN. Fo: the 2-dimensional simulation, NY = 1 must be specified in addition
to MSW(10)-1. For the 3-dimensional simulation, NY > 1 must be specified in addition to
MSW(10)=0. |

In the program, the array index (IX, JY, K Z) is used instead of the logical index, such
as (i, j + 1/2, k). The model adopts the staggered grid system shown in Figs. B-5-1, B-5-2
and B-5-3. Table D-2 shows the correspondence between tﬁe logical index and the array
index in the program code for various kinds of field variables. The dimension of the array in
program is (NX, NY, NZ) = (nz, ny, nz). Table D-3 shows the inner grid points and their
indexing for various kinds of field variables.

Variable Grid is generated as follows. Let us take the case of Az, 4 /2- As shown in
Fig. D-1, the grid distance Az;; /s, which is the distance between the grid points (2, 3, k)
and (i + 1, j, k), is the constant value of DX at the central part of the domain, i.e., Az
for iy < i < i,. Az for the two leftmost grid distances, i.e., for i = 1/2 and i = 1 + 1/2 is

Table D-2 Correspondence between the logical index
(i, j, k) and the array index (IX, JY, KZ)
in the program code.

logical index array index in the program code
O;,5,k; (P; Qu...) PT(IX,JY,KZ);
Uiy1/2,5,k5 U(IX+1,JY,KZ);
Viit1/2,6s V(IX,JY+1,KZ)
Wi kt1/2 W(IX,JY,KZ)
Wi ikt1/2) OMW(IX,JY,KZ)
Pijk DNSRFT(IX,JY KZ)
A G2(IX,TY)
1/G;; G2INV(IX,JY)
G2, DNSG2(IX,JY,KZ)
G}i;/z, iki1/2 G12(IX+1,JY,KZ)
G}fj 11/2.k41/2 G13(IX,JY+1,KZ)
BUOY; j.x+1/2 BUOY(IX,JY,KZ)
9/Cs RGRTMN(KZ)

k+1/2
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Table D-3 Inner grid points (outer grid points are dummy grids) and their indexing. Array size is indicated
by (NX, NY, NZ) in the program code. (see Figs. B-5-2 and B-5-3)

for P, Qu ... IXST=2 < IX £ IXEN=NX-1; JYST=2 £ JY < JYEN=NY-1
2<isSnxl; 2 <j=nyl
KZST=2 < KZ < KZEN=NZ-1 '
- 22k £ nzl ,
for U - ... IXST=2 = IX = NX; JYST=2 < JY < JYEN=NY-1
’ " 141/2 €1 S nx — 1/2 2<jsny-—1 '
KZST=2 < KZ < KZEN=NZ — 1
, 2=k =Znz-1
for V . IXST=2 £ IX < IXEN=NX — 1; JYST=2 £ JY £ NY
2=£i<nx —1; 1+1/2 £ j < ny — 1/2
KZST=2 < KZ < KXEN=NZ — 1
 2=<ksSnz-1
for W+ ... IXST=2 £ IX £ IXEN=NX — 1; JYST=2 = JY £ JYEN=NY — 1
. 2=isnx— 1 ‘ 2=jsny—1
1 £ KZ S KZEN=NZ — 1 '
1+1/2 £ k < nz — 1/2

AX;y /2 ~ AXas2 AXie1s2 AXnx-3/2 AXnx-1/2

O 1y-—-mm fpmmm oo e

DX, --><--DX,--> <-DX-> <--DXr--><--DXr-->
varied const - | varied

Fig. D-1  Generation of variable grid.

DX,; Az for rightmost grid distances, i.e;, for i = nz — 1/2 and nz — 2/1/2 is DXr. Grid
distances Az for 3/2 < i+ 1/2 < i, are linearly dependent on i + 1/2 and between DX and
DX,. Grid distances Az for i, < i+ 1/2 < nz — 3/2 are linearly dependent on ¢ + 1/2 and
between DX and DX,. -

DX, - DX

Aiyyyp = 3731, (t+1/2—4)+DX for3/2<i+1/2<i, (4-1)
Aziyp =DX  forip<i+1/2 <iy, (4-2)
DX, - DX

A”"“/Zr—uc——?,—/'i_——z‘r(i +1/2-i,)+ DX fori, <i+1/2<nz—3/2. (4-3)
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The grid distance Az;, which is the distance between the grid points (¢ — 1/2, j, k) and
(1 +1/2, 4, k), is given as

A(I)l = 0.5(A131+1/2 + Ami_l/z) (4-4)

Ay and Az are determined in a similar way.

Variable grids are generated by sub.VRGDIS. Calling sequence is as follows:
sub.VRGDIS «—— sub.INIVG1 sub.CVEVSI

—————  sub.SFXMAIN2.

DX,, DX,, i, j» are given in array VALIN (11,3)(12,3)(17,3), (18,3)
DY,, DY,, i, j. are given in array VALIN (23,3)(24,3)(29,3), (30,3)

D2Zy, DZ,, kg, k, are given in array VALIN (11,5)(12,5)(17,5), (185)
DX, DY, DZ are given in the input parameter list VALINO.
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D-5. Specification of the boundary conditions

D-5-1. Lateral boudary conditions

First, open or cyclic or wall conditions must be selected.

MSW(14) —1 —-- open in the z-direcition and wall in the y-direction
0 —--— open in both the z- and y-directions
1 ——— open in the z-direction, but cyclic in the y-direction
2 ——— cyclic in both z- and y-directions

For the case of open boundary conditions, several parameters must be specified. Near the

lateral boundary, a sponge layer can be imposed.

a) Open boundary conditions

a-1) For @, Qu, Qc .... and velocity components non-normal to the boundary plane (see '
"Fig. B-7-1)

i) At the inflow boundary

Boundary values are specified as below.

Fo*! = pFext 4 (1 + p)Fb! B-(7-1)

Fb: the value just outside the boundary

F.ext: external value specified from outside

p for U, V or W is set in array VALIN(11,1).
p for ©, Qu is set in array VALIN(17,1).
The array FUBD is set to be zero by sub.UADVB1 at the inflow boundary.

F.ext is set in arrays EXTU, EXTV, EXTO, EXTQV.

ii) At the outflow boundary
If the left boundary (¢ = 3/2) is th eoutflow boundary, boundary values are extrapolated

from the values of the inner domain as below:
B Z 2R, - B B(72)

For the right boundary case, boundary values are extrapolated in a similar way.

— 208 —



Technical Reports of the MRI, No. 28 1991

The array FUBD is set to be non-zero by sub.UADVBI at the outflow boundary.
Fy is computed subs. EXTRX1, EXTRY1 with input array FUBD.

a-2) Velocity components normal to the boundary plane
For simplicity, one dimensional case shown in Fig. B-7-2 is considered. First, the phase
speed, Cp* of waves at the boundary is estimated. Next, it is determined whether the waves
are outgoing or incoming from the sign of the phase speed.
In the case of an incoming case, i.e.,
at the left boundary (at i = JS), Cpx >0 or
at the right boundary (at i = JM), Cpx < 0,
the time tendency of U at the boundary, DUDTBC, is computed in order to restore the

boundary value to the external value, U.ext, to a certain degree as follows:

(oU . ) A
DUDTB = (_6?) = [uU.ext + (1 — p)U*~! — U*~1)/2A¢. . B-(7-11c)
Note tha’p g = 1 makes U*+! at the boundary equal to U.ext. p is specified in the input

parameter list VALIN(23,1).

b) Sponge layer ‘
Rayleigh damping near the lateral boundary is imposed to prevent the false reflection .
of internal gravity waves from the lateral boundary, enforce the environmental external

conditions (designated by f.exp below) and suppress the noises.

! m(LX — z) \

Drl(f) - zmrlAt (1 - cos ( Td )) (f B f.eXt) B-(7-23)
forz > LX — 4. /

Dt =gt (e (Z))per ]
for z < 4. |

7/

See sub. RLDMPl in mem.CVTDIF1 for more detaﬂ 4 is set in array VALIN(S, 1) Relax-

ation time constant m,, is set in array VALIN(29 5).

D-5-2. Lower boundary conditions

No—ﬂux or lux conditions must be selected.
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L 2 ~ememmemmse e SR e S - nx
sea VALIN(30,6) land VALIN(34,6) sea
PTDIFs=VALIN(5,6) PTDIFL=VALIN(29,6)
1 2 - D A atat >PRmmmm e nx
land VALIN(34,6) sea VALIN(30,6) land
PTDIF%=VALIN(29,6) PTDIFs=VALIN(5,6)

Fig. D-2  Specification of the sea or land surface.

MSW(13) 0 —— - no flux condition of @ and Qu at the lower boundary
MSW(13) 1 —-— flux condition of © and Qu at the lower boundary together with
“ MSW (1)=1

For the surface condition, land surface or sea surface can be‘speciﬁed as shown in Fig.D-2.‘
If VALIN(34, 6)>VALIN(30, 6), the region VALIN(30, 6)<IX<VALIN(34, 6) is assumed
to be the land surface, and the remaining region is assumed to be the sea surface. If
VALIN(34,6)<VALIN(30,6), the region VALIN(34,6)<IX<VALIN(30, 6) is assumed to be

the sea surface, and the remaining region is assumed to be the land surface.
Land surface potential temperature = Obias + Oinit(KZ = 1) + VALIN(S, 6)
~ Sea surface potential temperature = @bias + @init(KZ = 1) + VALIN(29, 6)

The surface mixing ratio of water vapour is given by the saturation mixing ratio correspond-

ing to the surface temperature.
QVGRD(IX, JY) = QVSATU (IX, JY)....saturation mixing ratio

In case of the land surface, surface friction 2* must be specified in the program, sub. CRSTUV
in mem.CVTURBXZ. The relative translation speed of the numberical model frame to the
earth surface (Galilean transformation) is specified as

U* = UGRND = 5 x VALIN(35, 6),

V* = VGRND = p x VALIN(36, 6),
In the program, the velocity component of air relavive to the model frame in the z direction,
U = U — U*, is stored in the array U, and this is predicted. The velocity component of air

relative to the model frame in the y direction, V' = V' — V*, is stored in the array V, and

this is predicted.
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See sub.GENPTD in mem.CVTINIT for more detail.

D-5-3. Upper boundary conditions
The parameters for the upper absorption layer must be specified. Rayleigh damping near
the upper boundary is imposed in order to prevent the false reflection of internal gravity

waves from the upper rigid wall.

D.o(f) = - ! (1 — ¢os (%)) (f — f-ext) B-(9-6)

My At
for z > 24,
where LZ is the height of the domain. » .
See sub.RLDMP1 in mem.CVTDIF1 for more detail. 2, is set in array VALIN(23, 5). Re-

laxation constant m,, is set in array VALIN(30, 5).
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D-6. Specification of initial environmental fields

They are specified by the pari of arrays, KZIN and VALIN for U, V, O, and Qu.

KZIN(m+4(n—1), kind) ... integer indicates k, the vertical location, for the
(m< 4) - variable denoted by “kind”.

VALIN(m+6(n—1), kind) ... real number indicates the initial value at the vertical
(m< 4) grid point denoted by KZIN (m+4(n-1), kind), for

the variable denoted by kind
kind=1 .... w (m/s) mnot pG*/*u
kind=2 .... v (m/s) not pG'/?v
kind=3 .... O — Op;as
kind=4 .... relative humidity - Qu/Qusw

The values between the two vertical grid points in KZIN are obtained by linear interpo-

lation as

F(,,k) = VQ;EEZ i 1 ; - X’;fl\llﬁm) ) (k ~ KZIN(m, )) + VALIN(m, ). (6-1)

Horizontal wind velocity components u and v specified in the input list are the speed
of air relative to the numerical model frame, and not relative to the ground surface. The
translation speed of th model frame to the ground surface can be specified by VALIN(35, 6)
in the z-direction and by VALIN(36, 6) in the y direction. Horizontal velocity components
u and v are converted to 5G/2u and pG'/?v by sub.UCVDNU and stored in arrays U and
V, respectively. |

The mixing ratio of water vapor is computed from relative himidity and stored in the

array QV.

See sub.INIFLD, INIVAL in mem.CVTINIT.
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D-7. Initiation method of convection

Currently, two kins of initiation methods are implemented. One, thermal bubble initia-

tion, and the other, cold dome initiation.

D-7-1. Thermal bubble initiation

Warm perturbation in the © field is given at the initial time such as:
© = PTDIS sin(f(k)) exp(VALIN(6,3) x R?) (7-1)

R =(i—ic)" + (i +4e)’,
where i. and j. (integer index) are the center position of the horizontal domain. PTDIS is

given in the input parameter list VALINO. Functional form of f(k) is given in sub.GENPTD
in mem.CVTINIT. | -

D-7-2. Cold dome initiation
Artificial cooling, SRC.0, is added to from a cold dome in the lower part of the atmo-
sphere in sub.CPTQV. '

SRC.O(cooling) = exp(—(k — 3))VALIN(32, 3) exp (— (z ;Xﬁgggé’f)) ) (7-2)

fork < 7 and 0 < it < VALIN (31, 3).
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D-8. Generation of mountain shape and metric tensors

Mountain shape is specified by input parameters. After mountain shape is determined,
metric tensors such as G'/2, G'2, G' are computed. As an initial start-up procedure in
the presence of mountains, two methods, i.e., mountain growing method (with specification
_ of MSW(12)=0) and wind growing method (with specification of MSW(12)=1) are imple-
mented to reduce the initial noises (see B-13-4). .

Mountain shape function is stored in array ZS which is generated by sub.SETZS which is
called from sub.ORGINO. Input parameters for the specification of the bell shaped mountain

is as follows:

Z4(3, j) = — a ¥ h — (8-1)
(6 + (2 —im)?)(8 + (5 = jm)?)
h... mountain height (meter)......... ~ VALIN(35, 4)
im . . integer indexing grid point in the z-direction | VALIN(23, 4)
Jjm - . integer indexing grid point in the y-direction VALIN(24, 4)
a... half width in the z-direction; integer © VALIN(29, 4)
b... half width in the z-direction; integer , VALIN(30, 4)’

Metric tensors such as G/2, G2, G'3 are generated after Z, is generated in sub.ORGINO.
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D-9. Specification of computational diffusion

Artificial computational diffusion is added to suppress computational noises and to over-

come some porblems near the upper and lateral boundaries.

D-9-1. Nonlinear damping Dn

DX* 9 (|9|a
bnlf) = g A7 52 ( 3z %) |
DZ3 8 (|8(f — fext)|8(f — f.ext)
+ 8m,,At|Af;£( 8z 3z ) B-(12-1)

where f.ext denotes the horizontally averaged value of initial f.

See. sub.DMPCN in mem.CVTDIFH for more detail. Relation time constant, m,,, is
set in VALIn(5, 2). Af must be set in the program (e.g., 2m/s for U, V and W; 1K for 0,
0.001kg/kg for Qu, Qc, Qs...) ‘

D-9-2. Fourth-order linear damping
For suppressing mainly 2 grid noises, the damping is given as

DX*EKH(k)EKMXF(i) 8*f

Da(f) = 16ma At ozt

B-(12-2)

See DMPCN in mem.CVTDIFH for more detail. The relaxation coefficient, mag, is given in
VALINO.EKBACK in the input parameter list.

a) EKH(KZ)is determined from VALINO.EKMZ and VALIN(17, 2) in the input parameter

list as follows:

for KZ < 0.7NZ )
EKH(KZ) = EKMZ

' b (9-1)
for KZ > 0.7NZ
_ (kz— 0.72NZ)(EKMHU — EKMZ)

EKH(KZ) = N7 +EKMZ |
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b) EKMXF(IX) is specified from the input parameter list VALIN as follows:

for IX < VALIN(S6, 1) )

VALIN(, 1) - IX |

EKMXF(IX) = (1 4 VALIN(5, 1) * VALIN(6, 1)) VALIN(S, 1) ‘ L

for IX > NX + 1 — VALIN(6, 1)

VALIN(6, 1) ~NX+IX -1
VALIN(6, 1) — 1 )
(9-2)

EKMXF(IX) = (1 + VALIN(5, 1) * VALIN(6, 1))

D-9-3. Rayleigh damping near the upper boundary
This dampint is imposed in order to prevent the false reflection of internal gravity waves

from the upper rigid wall.

Do) = i (1 co (%)) (-fet)  B123)

for z > 24.

Here, LZ is the height of the model domain.

~ See sub.RLDMP1 in mem.CVTDIFI. z; is set in the input parameter list VALIn(23,5).

Relaxation constant m,,, is set in the input parameter list VALIN(30, 5).

D-9-4. Rayleigh damping near the laterral boundary
This damping is imposed in order to prevent the false reflection of internal gravity waves
from the lateral boundry, enforece the environmental external conditions and suppress -the

noises.

Dyi(f) =~ 2m}1 i (+ cos (—75(—1‘35;—””)» (f — fext) - B-(12-4)

forz > LX — zq4.

Dus(f) = — 2mr11 - (1 + cos (g)) (f — fext)

for z < z4.

Here, LX is the width of the model domain. -
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See sub.RLDMPI in mem.CVTDIFH for more detail. z4 is set in the input parameter
list VALIN(6, 1). Relaxation constant m. is set in the input parameter list VALIN(29, 5).

D-9-5. Damping in the time integration schemes

i)  Asselin’s time filter

F(it) = £*(it) + 0.5u(F* (it + 1) — 2f*(it) + f(5t — 1)) B-(12-5)

v is given in the input parameter list VALIN(6, 2).

i) o parameter used in E-HI-VI scheme (Eq. B-(3-4))
« is set in the input parameter list VALIN(17, 2).

iii) A and y parameters usedin E-HE-VI scheme (Eqs. B-(4-4) and B-(4-5))
8 and vy are set by 3=PRCMP in MAIN.MAIN and y=VALIN(18, 2).
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D-10. Store of the reults and restart

ITST start time step ‘it’; for initial start ITST=0 ‘

ITEND end time step (time integration from it=ITST to it=ITEND)

ISTRMT results are stored in magnetic tape at ‘it’ which fulfills mod(it,
ISTRMT)=0.
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E. Plot of the model results




E-1. Format of the stored results in magnetic tape
i)  First record.

System constants, such as NX, NY, NZ, DX,,, VALIN,KZIN are stored. For the detailed
format, see sub.STMTC1 in mem.CVTIOS (see Table E-1).

Table E-1 Program list of sub “STMTC1”.

STMTCH SOURCE LISTING 90-11-02 08:44:15
ISN SOURCE STATEMENT
c
C
1 SUBROUTINE STMTC1C( MT, JTIME,MES)
2 COMMON /CON1/ CP, RDVCP, CV, RD, RV, CVDVCP, HLATNT,
1  TKELVN
3 COMMON /CON2/ REARTH, G , OMEGA, FCORI
4 COMMON /CON3/ PAI1, PAI2
5 COMMON /CONGRD/ NX,NY,NZ,IXMAX,IXST,IXEN,JYMAX,JYST,JYEN,KZMAX,
1  KZST,KZEN,NKX,NKY ’
6 COMMON /PAR2/ CSTBL(64)
7 COMMON /PAR4/ IT, RDX,RDY,RDZ,RDX2,RDY2,RDZ2,EKBACK,RKMKH
8 COMMON /PARt1/ DT,DX.DY,DZ, PTRF , PRESRF.,
1 EKMHRF, EKMZRF, EKTHRF, EKTZRF, UGRF , PTDIS
c .
9 COMMON /PAR6/ KZINC24,6),VALIN(36,6)
10 COMMON /PAR7/VRDX(514),VRDX2¢(514),VRDY(514),VRDY2(514),VRDZ(514),
1 VRDZ2(514).,MSWSYS(20)
11 COMMON /PAR1N/ RESERV(26)
12 DIMENSION DTC(12),ICONC14)
13 EQUIVALENCEC DTCC1),0T), CICONCT1),NXD
14 DIMENSION MES(20,3)>
C
15 8000 CONTINUE
16 REWIND MT
17 WRITE(MT) JTIME,
1 pT.DX,DY,DZ, PTRF , PRESRF,
2 EKMHRF, EKMZRF, EKTHRF., EKTZRF, UGRF , PTDIS
3 » NX,NY,NZ,IXMAX,IXST,IXEN,JYMAX,JYST,JYEN,KZIMAX,
4 KZIST,KZEN,NKX,NKY ,
5 RDX,RDY,RDZ,RDX2,RDY2,RDZ2,EKBACK,RKMKH
6 »KZIN » VALIN, MES
7 + VRDX » VRDX2 » VRDY » VRDY2 »VRDZ ’
8 VRDZ2 +MSWSYS, ISTRMT, ICHMT,RESERY
18 RETURN
[
19 ) ENTRY STMTC2¢ MT, JTIME,MES,ISTRMT, ICHMT)
20 GO TO 8000
c
21 ENTRY LOADC2C¢ MT ,MES,ISTRMT,ICHMT)
22 REWIND MT
23 READ(MT) JTIME.,

DT,DX,DY,DZ, PTRF ,» PRESRF.,
EKMHRF, EKMZRF, EKTHRF, EKTZRF, UGRF , PTDIS
» NXsNY,NZ,IXMAX,IXST,IXEN,JYMAX,JYST,JYEN,KZMAX,
KZST KZEN,NKX,NKY. ,
RDX,ROY,RDZ,RDX2,RDY2,RDZ2,EKBACK,RKMKH
+KZIN +VALIN,MES

O Ut N -
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7 » VRDX » VRDX2 » VRDY »VRDY2 »VRDZ ’
8 YRDZ2 »MSWSYS, ISTRMT» ICHMT » RESERY

24 RETURN
END

ii) Second, Third... and N-th record
Results of numerical simulation at the time step of (N-1)xISTRMT are stored. For the
detailed format, see sub.STRMNG in mem.CVTIONG. (see Table E-2).

Table E-2 Program list of sub “STRMNG”.

STRMNG ) SOURCE LISTING 90-11-02 08:442:15
ISN SOURCE STATEMENT
Cmmmmm
Cmmmmm
1 SUBROUTINE STRMNGC U, V, W, PT, PAI,PRECIP,SMQ@S,SMQH,
Qay., QC, QR, ETURB.EDDYCO,
CCI VPCOND,RNEVAP,QCI,QS,QH,RSTVW .

Qcl,Q@s,aH, Pav,PQCW,PQR,PQCI.PQS,PQH,
s, G2, PPT, G23, DNSG2.,
QNCI,QANS,QNH,PQNCI,PANS,PQNH,
AS,LAS,BS,LBS, A1,LA1,AW1,LAW1, B1,LB1, TLDATA,TLDTPR,TLDTPC,
IDLIST, ITDT.MT ,ITSTR )
2 COMMON/CONGR1/JYSTM1,JYENP1,JYMXP1,JYMXP2,JYTD,JYTST,JYTEN,
1 JCMAX,NYNY,NYNYM2,NYNYP2,JYSTM2,JYENP2,JYTSM1,JYTEP1,
2 JYTSM2,JYTEP2,JA(8>

VS W =

3 COMMON /CONGRD/ NX,NY,NZ,IXMAX,IXST,IXEN,JYMAX,JYST,JYEN,KZMAX,
1 KZIST,KZEN,NKX,NKY
4 COMMON /PAR7/VRDX(514),VYRDX2¢(514),VRDY(514),VRDY2(514),VRDZ(514)>,
1 VRDZ2(514) ,MSWSYS(20)
S DIMENSION -~ TLDATACNX,NYNY,NZ,2),TLDTPR(NX,NYNY,NZ>, TLDTPC(NX,NYNY)
6 DIMENSION KD(28),IDLIST(28)
7 DATA KD/1,2,3,4,5,6,7,8,9,10, 11,12,13,14,15,16,17,18,19,20,
1 21,22,23,24,25,26,27,28 /
8 DATA KDU,KDV,KDW,KDOMW,KDPT,KDQV,KDQC,KDQR,KDETU,KDEDY,KDPRS,

1 KDSMRN,KDPREC,KDDNS,KDZS /
2 201,202,203,204,205,206,207, 208,209-210,211;601.602.106,501/
9 DIMENSION UCNX,NY,NZ,2)>,VC(NX,NY,NZ,2>,W(NX,NY,NZ,2),
PT(NX,NY,NZ,2),PRECIP(NX,NY),PATCNX,NY,NZ),QV(NX,NY,NZ,2),
QC(NX,NY,NZ,2>, QRCNX,NY,NZ,2),EDDYCOCNX,NY,NZ,2),
QCICNX,NY,NZ,2),QSC(NX,NY,NZ,2)>,QHC(NX,NY,NZ,»2),
SMQS(NX,NY), SMARH(NX,NY),
RSTUV(NX,NY,NZ,2)
ETURB(NX,NY,NZ,2),PQVC(NX,NY,NZ),PQCW(NX,NY,NZ),PQR(NX,NY,NZ).
PQCICNX,NY,NZ)>,PQS(NX,NY,NZ),PAH(NX,NY,NZ)
10 DIMENSION @QNCIC(NX,NY,NZ,2),QNSCNX,NY,NZ,2),
1 PANCIC(NX,NY,NZ),PANS(NX,NY,NZ O,
2 QNHCNX,NY,NZ,2),PANH(NX,NY,NZ

VIH NN

11 DIMENSION ZS(NX,NY), G2(NX,NY)>, PPT(NX,NY,NZ),
1 G23(NX,NY,NZ)>, DNSG2(NX,NY,NZ> :

12 DIMENSION AS(NX,NY,NZ, LAS) »BS(NX,NY+LBS), A1(NX NY,NZ,2,LA1D,
1 B1T(NX,NY,LB1)

13 DIMENSION MESDC 8 O ) )

14 DATA MESD / '#I S','TRMT','I M','T=,I','T= ' /

15 DATA NT /2 /

C
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16 WRITE(6,200) ITDT

17 200 FORMATC ' *I STRMT ', I12 )

18 MTOUT=MT )

19 IF C(ITDT.GT.600) MTOUT=MT+1

20 WRITE(6,100)

21 100 FORMATC ' *xI STRMTI ')
C ____________________________________________________________ -
c - REWIND MT

22 150 CONTINUE

23 IF (NY.EQ.NYNY) THEN

24 WRITEC MTOUT D>ITDT.KDC1), U

25 WRITEC MTOUT )ITDT,KD(2), V

26 WRITEC MTOUT JITDT.KD(3), W

27 WRITEC MTOUT J>ITDT,KDC4), PT

28 WRITEC MTOUT DITDT.KD(S), QV

29 WRITEC MTOUT >ITDT.KDC(6), QC

30 WRITEC MTOUT >ITDT.KD(7)>, QR

21 WRITEC MTOUT >ITDT.KD(8), ETURB

32 WRITEC MTOUT >ITDT.KDC(9), EDDYCO

33 WRITEC MTOUT >ITDT,KDC10), PAI,PRECIP,SMQS,SMQH
cI WRITEC MTOUT >ITDY,.KDC11), RSTUU

34 WRITE(C MTOUT YITDT.KDC11), PQV.PQCW,PPT
CI WRITEC MTOUT >ITOT.KDC(12), RSTVYV

35 WRITEC MTOUT >ITDT,KD(12), PQR,PQCI

36 WRITEC MTOUT >ITDT,KDC(13), QCI '

37 WRITEC MTOUT >ITOT,KDC14), QS

38 WRITEC MTOUT >ITDT.KD(C15), QH

39 WRITE( MTOUT >ITDT,.KDC16)>, PQS,PQH

40 WRITE(C MTOUT )ITDT,.KDC(17), DNSG2,ZS

41 WRITEC MTOUT >ITDT.KD(18), QNCI

42 WRITE( MTOUT >ITDT,KDC(19), QNS

43 WRITEC MTOUT >ITDT,KD(20), PQNCI,PQNS

b4 WRITEC MTOUT >ITDT,KD(21), QNH

65 WRITEC MTOUT )ITDT.KD(22>, PQNH,PQNS
C WRITEC MTOUT >IT, U, V., W, PT., PAI, QV, QC, QR, ETURB.EDDYCO,
o 1 RSTUU,RSTVV,RSTWW,RSTUV,RSTUW,RSTVW

46 ELSE
c X-Z SLICING MODE

47 KT=1

438 KTN=2

49 CALL TLDRED(TLDATA,NX,NYNY,NZ,NT,1 ,2,1 ,IDLIST,KDW
c WRITEC MTOUT >ITDT.KDC17), DNSG2,ZS

50 END IF

51 WRITE(6,951) ITDT,.MTOUT

52 951 FORMAT(1H ,'xI STRMTS: DATA ARE STORED. IT,MT==',2I10)

53 ENCODE(C12, 955, MESD(6 > > MT, ITOT

54 955 FORMAT( 14,18 )
CcC1 CALL DISPLYC 1, 32, MESD D

55 IF C(ITDT.LT.600) RETURN

56 IF (ITDT.GT.600) RETURN

57 ENDFILE MTOUT

58 RETURN

END

In the magnetic tape designated by FT12.000, the first record and the results whose time

step is less than or equal to 600 is stored. To the magnetic tape designated by FT13.000,

the results whose time step is greater than 600 are stored.
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E-2. Plot of the (z-z; y-z; z-y) cross sections at the fixed time

i)  Set (NX, NY, NZ) in the parameter statement of the main program PLPMN to be the
same as those of the numerical model whose results you want to plot.
ii) Determine the size of the plotted picture. Set tha parameters which relate the rea.l
canvas to virtural canvas.
iii) Designate the time step, kind of data, contour interval of the plot (integer), cross section,
the portion of area.
z-y cross section 1
-z cross section 2
Y-z cross section 3
Data kind
1..uv m/s in vector arrow representation
2. . 0-w m/s in vector arrow representation
3..vw m/s in vector arrow representation
4..PT 0.1K potential temperature
5..QV 0.1g/kg mixing ratio of water vapor
6..QCW 0.1g/kg mixing ratio of cloud water
7..QR 0.1g/kg mixing ratio of rain
8..ET joul/m? eddy kinetic energy
9..EC m? /s eddy diffusional coefficient
10 .. TOT.PRCP 0.1kg/m3 total precipitation
1. W cm/s vertical velocity
12..DIV ' 10~%/s divergence
13..VOR 107%/s vorticity
14 .. TILT 10— /52 tilting term in vorticity equation
15..STRC 1079/s? stretching term in vorticity equation
16 . . PRES Pascal pressure o .
17 ..DPDZ cm/s? Op/ 8z
18 .. TQ.BUOY cm/s? ‘ total buoyancy
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19.
20 .
21.
22.
23 ..
24 .
25 .
26 ..
27.
28 ..
29 ..
30 ..
31.

32

33.
34.
35 ..
36 ..
37..
38 ..

39.

40 ..

41 .

42 .

43 .
44 .

. DRAG
. DWDT
. LWC

. EQPT

EMAGRAM

. EMAG
. ANU

ANW

. ANPT

ANUW
ANP. RESS

.PQV
..PQR

.U
.V

PRS.BUOY
QCI
SNOW
GRAUPEL

.PQCW

PQCI

. PQS
. PQG

RH
. PPT
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10~3m/s?
cm/s?

0.1g/kg
K

0.1mg/kg/s

0.1mg/kg/s

m/s

ms/

cm/s?
10~°kg/kg
0.1g/kg
0.1g/kg

0.lmg/kg/s

0.1mg/kg/s

0.1mg/kg/s

0.1mg/kg/s

Percent

10~*K/s

buoyancy component due to water loading
Ow/ot

Qc+Qr

equivalent potential temperature

vertical profiles of horizontally averaged quantities

u of analytic linear mountain waves
w of analytic linear mountain waves
O of analytic linear mountain waves
u — w of analytic linear mountain waves

pressure of analytic linear mountain waves

total production rate of Qu due to cloud micro-
physical processes

total production rate of Qr due to cloud micro-
physical processes

velocity component in the z-direction

velocity component in the y-direction

mixing ratio of cloud ice
mixing ratio of snow

mixing ratio of graupel

total production rate of Qc due to cloud micro-
physical processes v

total production rate of Qi due to cloud microphys-
ical processes

total production rate of @s due to cloud micro-‘
physical processes ‘

total production rate of Qg due ‘to cloud micro-
physical processes

relative humidity

total heating rate of @ due to cloud microphysical

— 225 —




45 .
46 .
47 .
48 ..
49 ..
50 .
51.
52.
53 .
54 .
55 .
56 .
57 .
58 .
59 .
60 . .
61 ..

62 .

IWC
. LIWC
. DBZ

. PBUOY

. PDRAG

. PDYNA

. PDADVU
. PDADVW
. PRCPr

. PRCPs "

. PRCPg

. Ni

. Nog
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0.1g/kg
0.1g/kg
10 x logo(Z)

0.1Pascl

0.1Pascl

0.1Pascl
0.1Pascl
0.1Pascl
0.1kg/m?
0.1kg/m?
0.1kg/m?

10 x log,4(Ni)
10 x log;4(NS)
10 x log;4(Ng)
10 x log;4(Nos)

10 x log,o(Nog)

processes
ice water content (Qi + Qs + Qg)
water content (Qc + Qr + Qi + Qs + Qg)

radar reflectivity

pressure component due .to buoyancy

pressure component due to water loading

pressure component due to dynamical parts
pressure component due to advection terms of u
pressure component due to advection terms of w
accumulated precipitation amount of rain
accumulated precipitation amount of snow
accumulated precipitation amount of graupel
number concentration of cloud ice (m™3)

number concentration of cloud snow (m~2)
number concentration of graupel (m—3)

intercept parameter of size distribution function of
snow (m~*)

intercept parameter of size distribution function of

graupel (m™*)

For more detail, see the program PLPMN.

The unit of the contour interval for f is determined in the program by SCLDT and
ICONT as follows:

“unit of f” x SCLDT x ICONT,

where unit of f is the unit used in the numberical model (ex. u m/s; @, K; pressure, Pascal;

Qu, kg/kg). For example, SCLDT for Qu is 1000.0, and if you set ICONT=2 for Qu, the

contour is drawn at intervals of 2g/kg.
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E-3. Plot of the (z-t; y-t; 2-t) cross sections at the fixed plane

i) Set (NX, NY, NZ) in the parameter statement of the main program PLPMN to be
the same as those of the numerical model whose results you want to plot.
ii) Determine the size of the plotted picture. Set the parameters which relate the real
canvas to virtual canvas.
iii) Designate the plane, kind of data, contour interval of the plot (integer), cross section,
portion of area.
z-t cross section - 1
y-t cross section 2

z-t cross section 3

Data kind the same as E-2.
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E-4. An example of input parameter list
for the program “PLPMN”

This is shown in Table E-3.

Table E-3 An example of input parameter list for the program “PLPMN”.

1MI04,.JCL.CNTL

//EQ1MIOS4 J0OB =2 BeTRAED ) »NOTIFY=EOQ1MIO4,CLASS=B,REGION=9800K,
//*E01MIO4 JOB @ EDEFEYR) » NOTIFY=EQO1MI04,CLASS=F,REGION=4096K,
/7 TIME=30

/xJOBPARM PAGELIM=2800

//*FORT EXEC FORTEC,PARM='RDLINK,DCOM,COMARY,0PT(3>"',REGION=4096K
//FORT EXEC FORT7CLG,PARM.FORT='SOURCE,OPT(3),NCDCOM"',

/7 : PARM.LKED=(MAP, XREF,LIST,LET,ZCLEAR),

77/ COND.LKED=(12,LT,FORT),

/7 COND.GO=¢(12,LT,FORT),(12,LT,LKED?>

//*FORT EXEC PGM=JMKFORT,

/7% PARM="NOIAP,SOURCE,SYMDBG,SUBCHK,OPT(0)',REGION=512K

//SYSPRINT DD SYSOUT=A,DCB=BLKSIZE=3429
//SYSPUNCH DD DUMMY

//SYSLIN DD DSN=&SYSLIN.,DISP=(MOD,PASS),UNIT=VIRT,
/7 SPACE=(3120,¢300,15)),DCB=BLKSIZE=3120
//SYSUT2 DD DSN=&SYSUT2,UNIT=VIRT,SPACE=¢2048,(10,10))
//*FORT.SYSLIB DD DSN=SLIB13.FORT,DISP=SHR
//FORT.SYSLIB DO DSN=SLSFX.FORT,DISP=SHR
//FORT.SYSIN DD. =

*STARTC PLPMN

/%

//*G0.SYSLIB DD DSN=SYS1.FORTHLIB,DISP=SHR
//LKED.SYSLIB DD

/7 DD

¥4 0D

124 DD

/77 bh}

124 . DD DSN=SYS1.GPSL.M24.LOAD,DISP=SHR
a4 DD DSN=0PL26A.LOAD,DISP=SHR

1/ D0 DSN=SYS1.SYSLIB.M24.BGSP,DISP=SHR
// DD DSN=SYS1.TELCMLIB,DISP=SHR
//GO.STEPLIB DD

124 DD DSN=SYS1.GPSL.M24.LOAD,DISP=SHR

//GO.FILEO1 DD DSN=SYS1.GPSL.MOJI.TABLE,DISP=SHR
//G0.SYSDBOUT DD SYSOUT=A '

//GO.FT11F001 DD DSN='EO1MIO4.aSNG33',DISP=(SHR,KEEP)
//GO.FT12F001 DD DSN='EO1MIO4.8SNG34',DISP=(SHR,KEEP)
//GO.FT13F001 DD DUMMY

//GO.FT14F001 DD DUMMY

//GO.FT20F001 DD DSN=&XY.SKT3,UNIT=SHRT,DISP=(SHR,CATLG),

/77 DCB=(RECFM=VS,BLKSIZE=488),

/= DCB=(RECFM=VS,BLKSIZE=488),VOL=SER=MSS550,
/7 SPACE=(CYL, (4,4))

/1% SPACE=(CYL, (4,4))

//*FT20F001 DD DUMMY

//*FT31F001 DD SYSIN

//GO.FTO06F001 DD SYSOUT=A

//GO.FT32F001 DD SYSOUT=A

//GO.FT34F001 DD DSN=LYRAN.DATACSFN4),DISP=(SHR,KEEP)
//*GO.FT34F001 DD DUMMY
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//GO.FT31F001 DD =

4 DEVISE(2--XY,4--GLASER)> (240,50 --200,30> (150 H
, , »100:100,120)
3215800 16000 60 40 $?aVAS 180 120 160,80 180,120 150,30,90
32 E SET (220,120---160,100..SFN)
o DATA KIND  EMAGRAM (150,90 ---- 120,70..SFX)
INTVAL ¢ IX O MEAN
g 0 POSITION C(ISECT==JY ) ICROSS.EQ.0 OR ISECT=0
2 CHANGE PARAMETER
16 PRESS
2 5 1
213 1 26 1 26 IXBW, IXBE; JYBS,JYBN
o]
2
1 DATA KIND U=V
1
13 1 26 1 26 IXBW, IXBE; JYBS,JYBN
a
2 .
1 DATA KIND U=V
] ,
114 1 26 1 26 IXBW, IXBE: JYBS,JYBN
2]
2
2 DATA KIND  U-W
1
213 1 26 1 26 IXBW, IXBE; JYBS,JYBN
2
4 DATA KIND PT
1
12 1 26 1 26 IXBW, IXBE; JYBS,JYBN
o]
2
4 DATA KIND PT
10 :
213 1 26 1 26 1XBW, IXBE: JYBS,JYBN
2
2
4 DATA KIND PT
1
13 1 26 26 IXBW, IXBE: JYBS,JYBN
g [s)
2 Wtwmf (e
ey conteun DATA KIND W
(]L\ 1 IXBW, IXBE; JYBS,JYBN
-2 0L04o.4e5226wL ai 3Y=13
11 DATA KIND W
50 2
Chg\ 1 26 IXBW, IXBE: JYBS,JYBN.
Y-2 e AZJA/G‘A, az ¢X=10
11 DATA KIND W
50 2
Cﬁliﬁ 1 26 IXBW, IXBE; JYBS.JYBN
LY e Azon«\. M +#2=14
11 DATA KIND W
50

13 1 26 IXBW, IXBE: JYBS,JYBN

8 o gnd of onput Fma/nw@zs
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