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Foreword

The research project of developing an atmospheric general circulation model was
commenced at the forecast research division of the Meteorological Research Institute (MRI)
in 1978. In 1980 a high speed computation facility was installed for the first time at the MRI,
which enhanced the activities of the project and prompted the research progress that follows.

Since the dawning of numerical investigations of weather prediction and general
circulation in 1950’s, the outcome from the studies have brought us a large amount of
knowledge on the mechanism of the atmospheric evolutions. The important role of the
dynamical simulation is still increasing in the fundamental researches of climate and climatic
variations.

Although the first version of our global model was designed based on the widely
recognized mathematical schemes of grid point method, various inovations developed by the
staff members of the project are incorporated into the model. As described in this report,
general features of the observed climate are mostly simulated by the model.

In order to understand the causes of climate variability and changes, however,
unprecedented research subjects must remain to be solved. Establishment of methodology for
long-range weather forecasting also confronts the worldwide meteorological community.
The project activities should therefore be expanded further toward those problems through
the accumulation bf various experiments, analyses of the numerical results and improvement
of the model.

The main purpose of the report is not only to remark a mile-stone on the course of the
general circulation research at the MRI, but also to provide the basic material for further

development in future.
November 1984

Taiji Yoshida, Head

Forecast Research Division
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Preface and Introduction*

A description of the general circulation model of the Earth’s atmosphere currently used'
at the Meteorological Research Institure (7. e. the MRI - GCM- 1) is given in this report. The
main reason for us to present this description is not because we have developed an original
GCM. The MRI-GCM- 1 is based on the previous version of the UCLA « GCM, the description
of which is given by Arakawa and Mintz (1974). Mathematical part of the model is also
detailed by Arakawa and Lamb (1977). Modeling principles described in both of the
descriptions are closely followed by the MRI « GCM- I . Thus it might seem to be needless for
us to write a description again, although revisions of the model have been made in several
respects. As the description by Arakawa and Mintz (1974) has not been distributed widely,
especially in Japan, physical part of the UCLA - GCM, except possibly cumulus part, has not
been known widely compared to the mathematical part of it. This is the main reason for us
to present this description without fearing repetitions of explanations found in Arakawa and
Mintz (1974)or Arakawa and Lamb (1977). To summarize details of the MRI - GCM- I,
including boundary conditions and empirical constants adopted, is another purpose of this
description. '

This report can be separated into two parts. One is the mathematical part, where the
treatment of adiabatic fluid motions is described. Chapters 1 through 6 are devoted to this
end. Chapter 1 describes vertical differencing. In Chapter 2, problems related to the upper
boundary condition is discussed. Horizontal differencing is described in Chapter 3. In Chapter
4, special treatments of the horizontal differencing near the poles are given. Chapter 5
describes time differencing. In Chapter 6 is found a description of advective process of water
vapor and ozone. '

The other is the physical part, where diabatic processes as well as sub-grid-scale
processes important for the global atmospheric circulation are described. The processes
included are schematically shown in Fig. P1. They are covered in Chapters 7 through 13.
Chapter 7 describes a parameterization of penetrative cumulus convection. In Chapter 8 is
given a parameterization of the planetary boundary layer. Convective adjustment other than

that by penetrative cumulus and condensation processes are treated in Chapter 9. In Chapter

% Presented by T. Tokioka, K. Yamazaki, I. Yagai and A. Kifoh.: Forecast Reseauh Division.
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10 a description of both ground hydrology and ground thermodynamics is given. Sub-grid
-scale mixing is described in Chapter 11. Source and sink of ozone is treated in Chapter 12.
Finally in Chapter 13 is given a description of both solar and terrestrial radiation. In some
of the chapters are included appendices td help readers understand the details and the
performance of each sub-model.

At the end of this volume, another appendices are included, where selected examples of
model results taken from a simulation of annual cycle with the five layer tropospheric version
are shown as well as boundary conditions and list of parameters and constants currently
assigned.

The authors thank Prof. Akio Arakawa of the UCLA for making the basic UCLA model
available to the MRI, for giving them useful suggestions and for providing some of the
members opportunities to visit the UCLA. We also thank Dr. Akira Katayama, the former
head of the forecast research division of the MRI, for his encouragement and his warm
support throughout this work. Thanks are due to Dr. Robert Schiffer, Office of Space &
Terrestrial Applications/NASA, for offering us the Nimbus 7 ERB data. Thanks are
extended to Mr. Taiji Yoshida, the head of the forecast research division, and to the former
heads of the division, Mr. Hiroshi Ito and Dr. Eiji Uchida, for their continuous encouragement
and patience through tlﬁs work. The excellent job of drafting by Miss Hiroko Imai is also
appreciated.

The numerical time integrations of the model were made on the HITAC M-200H

Computer of the Meteorological Research Institute.



0. Governing equations in the continuous form*

0.1 The vertical coordinate

The vertical coordinate adopted in the o=-—1 P=Pt

model is a combination of the o-coordinate

and the pressure coordinate. The o-

coordinate is used below the level p=pi (see

Fig.0.1), while p-coordinate above that —M\

o=
level. The vertical coordinate is defined as /\_

_b=p 0.1
g T 0. o= 7. P=Ps
- f
T= Ps—pr for p2pr 0.2) Fig. 0.1 The vertical coordinate ¢ adopted in
pi—p: for p<pi : the MRI - GCM-L p is pressure. The
where ps and p. are the pressures at the ~ lower surface is a coordinate surface.
lower (surface) and the upper (top) Above the level p=p;, o-surface

coincides with a pressure surface.
boundaries of the model, respectively.

Therefore o=—1,0, 1 at p=p:, P, Ps. As 7 is constant above the level p=py, the ¢ coordinate
defined by Eq.(0.1) is nothing but the normalized p-coordinate.

From (0.1), the individual time derivative of pressure, @, is given by
_dp_ * or
w:a—ﬂ6+6'(§+ veV7) . (03)

where &:dcr/dt, v is the horizontal velocity and V is the horizontal gradient operator. From
0.2), @ =170 for ¢<0.
In the o-coordinate, the earth’s surface is a coordinate surface as well as a material

surface. The kinematical boundary condition at the earth’s surface is therefore

6=0 ato=1 (0.4)
At the top of the model, we assume that no air parcels cross the top boundary.
Thus,

w=n0=0 at c=—1. (0.5)

% This chapter is prepared by T. Tokioka: Forecast Research Division
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0.2 The equation of state
We consider that the model atmosphere is assumed to be a perfect gas.
Thus
a=RT/p (0.6)
where « is the specific volume, T is the temperature, and R is the gas constant. We do not
distinguish R from that of dry air except when we consider buoyancy fluxes due to sub-grid

scale turbulence and cumulus convection.

0.3 The hydrostatic equation

The hydrostatic equation in p-coordinate, g—‘f): —a, is written as

0¢ = — mado . : - (0.7
with use of the identity dp=ads, where & is the differential under constant horizontal
coordinate and time. ¢ is the geopotential (=gz), g is the acceleration of gravity and z is
height.

The form (0.7) may be transformed into the following equivalent forms;

6¢ =—RTdlnp ' 0.8)
= —cpf8(p/po ) 0.9)
=20 5(p/p)- . 0.10)

) |
8 po)= —(noa — $)oc (0.11)

¢, is the specific heat at constant pressure, x =R/c, and 4 is the potential temperature, T(p/

po)~*, where py is a standard pressure.

0.4 Equation of continuity

The equation of continuity in p-coordinate is

w29 0.12
va+ap—0 - (0.12)

where V, means V operation on the constant p-surface. V, is relvated to Vs as

=

V= Vot Vpol Vg—gVn—— (0.13)

—a—(7:

With the use of (0.13) and (0.3), (0.12) reduces to
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(Vg‘v

)+ [7m'+o'(at+v V)z]=0
and finally to
at+va (7zv)—l——(7m‘) (0.14)

Integrating (0.14) with respect to ¢ from o¢=—1 to o, we obtain

[* Zdotno=— [ v-(zvido (0.15)
With the use of the definition of 7z, (0.15) gives

zo=— [ Ve(zvMdo for 6< 0 0.16)

cQRtao=—[* V-(zvide for o> 0 _ 0.17)

From (0.17), we obtain

= — [ ve(av)do (0.18)

as &zO at o=1.

0.5 Momentum equation

The pressure gradient force in p-coordinate, —V,¢, is transformed into

Vb=~ Vep + 29222 =~ V.4 —cavn (0.19)

where use has been made of (0.13) and (0.7). Then the horizontal component of the equation

of motion becomes

gt+kav+va¢+o‘afV7t F | (0.20)
where

d_,a _ <3 01

dt—(aet)6+v-v,+655 (0.21)

f is the vertical component of Coriolis vector (=2Qsing, £ is the angular velocity of the earth,
@ is latitude), k is the vertical unit vector, and F is the frictional force. Multiplying = and v
to (0.20) and (0.14) respectively and adding them, we obtain the flux form of the equation of

motion

— 12 —
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d o, *

(5?) . (7zv)+Va°(7tV)+ah6(7z6V)+fk X aV+V o (nd)+ (moa — $)Vx

=zF (0.22)
or with the help of (0.11)

(20) o TN+ Vo (a0)+ 2 (20V) + Tk X 27+ 9 o(2) ~ 220Dy

=zF 0.23)
0.6 Thermodynamic equation

The first law of thermodynamics is written as
Cp%rg= wa+Q 0.24)

where Q is the heating rate per unit mass. Multiplying = and ¢, T to (0.24) and (0.14)

respectively and adding them, the flux form

o 0, °

gg(ncp’l‘)—k A (nvcpT)+§_(7zocpT)= r(wa +Q) (0.25)
is derived. Substitution of (0.3) into (0.25) gives us the form,

(ncpT)+Vu (e, T)+(p/po) 5, (mfcpﬁ)

=zc, Taln(p/po) 0

on +V°V)7t+ 7zQ (0.26)

0.7 The continuity equation of water vapor and ozone
Let q be the mixing ratio of either water vapor or ozone. The continuity equation of g

is written by

da_

Ot =S (0.27)
where S is the source of q. The flux form of q is

(2). () + V(v + S (mr) =2 0.28)

— 13 —



1. Vertical differencing*

1.1 The vertical coordinate and the vertical index

The model atmosphere is discretized by constant o-levels. There are eight choices of
distributing variables on the vertical levels as shown in Fig.1.1. Tokioka{1978) studied this
problem from the standpoint of describing vertical dispersions of wawes. Here we follow his
results and adopt Scheme C’. Horizontal wind v and temperature T are defined at odd levels,
and geopotential ¢ and E)‘(individual time derivative of o) are defind at even levels. ¥, T and
# in Fig.1.1 indicate values interpolated in some ways from the non-hat values of them.

The vertical indices are given consecutively from the top to the surface as shown in Fig.
1.2. We locate vertical levels above p=p; in equal interval in In p, again following Tokioka’
s analysis(1978), for best simulation of internal waves. Currently, we have two versions of the
model. One is the 5-level tropospheric model, where pi=pi=100mb and ¢,=0.111111, ¢,=0.
333333, 06=0.555556, 0s=0.777778, 010=1.0 (see Fig.1.2(a)). The other is the 12-level model,

K2 — g — —o, T— -G,V,p — -0,V, ¢, T— (even)
K+l =W, ¢, T--=  —=-W,p=--  —==-Tommom  —mmmmmmme (odd)
K—g — o, T— -o,V,p—  -0,V,¢,T— (even)

A B C D
K+2 —gV— —G,V,T— -G,0(V,T) —0,¢,T— (even)
Kl == ¢,T--— = p-—— -V, T($)- ----W-—---(odd)
K—ogWV— —0o,V,T— -0, (W, T) — G,¢, T— (even)

A B’ c’ D’

Fig. 1.1 Eight choices of distributing variables on vertical levels. Levels with solid and
dashed lines are called as “even” and “odd” levels, respectively. v is horizontal
wind vector ; ;)', vertical o-velocity ; T, temperature ; ¢, geopotential. ~ is a
reminder that the variable is an interpolated value from the non-hat ones. Scheme
C’ is adopted in the MRI - GCM-1.

% This chapter is prepared by T. Tokioka.
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P(mb) Z(km)

p=pt 1.00 =
1.39 -
1.93 -
2.68
373
5.18
720
10.0
13.9
19.3 - -
26.8 247

373 ——m e
51.8 205

b
P(m ) o 72.0 _______________________
pt=pr 100. (o] p=pr K 16.3
150, ———————— Ki#] e e

TROPOSPHERE—— 0.333 k=1
R K+l
X—

~

(b)

Fig. 1.2 The vertical indices and the position of vertical levels. (a) Five layer version (5L
-MRI - GCM-I) and (b) twelve layer version (12L-MRI - GCM-I). As in Fig. 1.1,
solid and dashed lines indicate even and odd levels, respectively. The lowest odd
level is indicated as K. Approximate positions of the levels in km is shown when
the surface pressure is 1000mb.

where pi=1mb and pr=100mb. The model atmosphere between p=p; and p: is discretized into
seven levels in equal interval in In p (see Fig.1.2(b)). The model structure below the level p=

p1 is the same as that of the 5-level model.

1.2 Flux form of a variable
Let Ay be a variable A defined at the odd level k and Ay.1, an interpolated value of A

at the even level k+1. We introduce a notation
2(7: *‘A ):12(7[ A+ Ve (mviA )—I———l—[(ﬂ';')m 1Auis
Dt k k ‘—‘*at k k k Yk k AG‘I\
_(”(})k— A1) (1.1

where V is the horizontal divergence operator. This is the flux form of variable A and

conserves mass weighted integral of A under the vertical boundary condition o= 0,+1=0. We

define Ax+1 as
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A (Gi i vAkr—Gr)— (G Ak—Gi)
= GGy

1.2)

where Gx=G(A\) is an arbitrary function of variable Ax and G’, =dG(Ax)/dAx. We can
further conserve mass weighted integral of G by use of this form (Arakawa, 1972; Arakawa

and Mintz, 1974; or Arakawa and Lamb, 1977)**.

1.3 The equation of continuity

The equation of continuity, (0.14), may be expressed in a discretized form as

Dmk1)=0. 13)

1.4 The acceleration term

The acceleration term in the momentum equation may be expressed as
D kv (L4)
In order to conserve kinetic energy in the process of vertical advections, we define
P 1
k+1—7(vk+vk+ 2), (1.5)
This form is obtained from Eq.(1.2) by setting G(A)=A2.
1.5 The pressure gradient force
We introduce the pressure gradient force at the odd level k as
V(zkak)—ﬁ(tﬁkﬂo‘k“~¢k~16‘k—1)V7lk » (1.6)

so that no spurious acceleration of a circulation may occur even in a discretized model with
topography (see A, AM or AL). Keeping in mind the identity V(z¢)— 8(¢0)/d6Vr=nV ¢ +

roaV z, we define (oa): by

moa) = ;sk—ALﬂ(qu | Okt 1 — B 1 Ok 1) (1.7)

where « is the specific volume.

Multplying — vi to Eq.(1.6) and rearranging the terms, we arrive at

% % These papers are abbreviated hereafter as A, AM and AL, respectively.

— 16 —
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—vi+(Eq.(1.6)) = —V°(7rka$k)*ALo_k[{(7w)k+ 1+ 0ok 1'%%}51«4 1

~{(70)-1 + 0 l%ltk}qsk—lj“”k(wa)k : (1.8)

where

(wa)x= ((Td)k(%‘FV'V)?Zk—ﬁ{(”&)kJr b1 — 8k)
— (71 ($x—dx-—1)} (1.9)

This is just a definition of (wa)x based on the identity

v - 24—~ o)~ S 805

1.6 The first law of thermodynamics
If we define temperature at the level k by
Ty= 6Py (1.10)
Px=P(pk+1, Px—1) }

the following enthalpy epuation is derived as a finite difference analog of (0.26);

olnP,

ﬁDt‘(m( * Cka) =miCp Tk o

0
(&'*‘V'V)m{

+ﬁ[(m})k+ yeo(Tis 1 —Prbir D= (20 1co(PrBi— 1 — Th 1)) + Qi 1.11)
k

where Py is an analog to (p/po)* for the level k, x =R/c,, and p, is a reference pressure. (1.

11) is identical to the expression

Q

‘ i%(m( * 0k)ch—P|:
1.7 Total energy conservation and the hydrostatic equation
To conserve total energy in an adiabatic and non-dissipative process, the r.h.s. of (1.11)
except the last term should be identical to zx(wa)x defined by (1.9). Thus we require
e Tvdln Py/om=(0a) | (112)
co(Ths 1 —Prbir1)=dx— b1
Cp(Pkak—lka—l):tﬁk—l—ak ] (1.30)
Eq.(1.12) is required only for k >ki, because zx is constant above the level k=k:. Both (1.12) .

— 17 —
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and (1.13) are analogs of hydrostatic relation in discretized form.

The scheme described so far conserves momentum, kinetic energy, potential enthalpy
and G(6) (provided that & is determined by (1.2)) through the vertical advective process as
well as mass itself. The total energy is also conserved by use of the hydrostatic relations (1.
12) and (1.13), and no spurious acceleration of a circullation occurs through the pressure
gradient force. In the above formulations, there remain several freedoms. They are;

i) the functional form of G(8)

ii) the functional form of P(pk+1, Pxk-1)

iii) a hydrostatic relation that determines either ¢w or Tu

iv) a hydrostatic relation that determines either ¢+, or Txs: for k<ki-3.

These freedoms are eliminated, after Tokioka’s (1978) study, as follows;

i) G(6)=Inb (1.14)
S P (n* /o (pF e L PRI DR ] =02 115
11) Pk—(pk /po),(pk)—1+a pk+1_pk—1’ a ( ' )
i) Pri—ure1=CTurs1 + dInPiry 1 /8pwae(Prrs 2 —Prr) (1.16)
iv) ¢r+1—éx-1=—RTu(npcs 1 —Inpi—1), k<ki—3 (1.17)

The functional form (1.14) is required to describe vertical propagation of waves properly. The
use of (1.14) gives us additional advantage (see AM or AlL), i.e., the conservation of entropy
because of (1.2) and exact thickness between the even levels for the wide range of
stratification including isentropic and polytropic cases.

. It may be useful, for the later convenience, to introduce the following expressions of

hydrostatic relation, which are equivalent to (1.12) and (1.13),

3k+2 —$k= —Cp@kﬁL 1(Pxy 2 —Py) . (1.18)

-~ K/ al P K—[Z ~

dx= ¢s+k:1§+ . kCp Lk ar:zk kvk=%+ . Ok+1Cpbkr 1 (Pt 2 —Pyx) (1.19)
where

By =B/ Ors2) : (1.20)

1/60k+2—1/6k

2’ in (1.19) represents a summation over odd k.

— 18 —



2. Upper boundary condition*

2.1 Introduction

Almost any models, so far, use w (the vertical p-velocity) =0 or w (the vertical velocity)=
0 as the upper boundary condition, the use of which causes reflection of wave energy as
demonstrated by Lindzen et al.(1966). If we apply the condition, @ =0, at the level p=p, (*
0), air particles are not allowed to cross the level p=p; from below to above it, which is not
true in the real atmosphere, and thus causes wave reflections. This situation is not essentially
changed at all even when p; is replaced by 0, unless sub-grid-scale physical processes in the
vertical direction are properly included pérametrically in the model.

So far as the open boundary condition in the horizontal directions is concerned, several
‘methods have been proposed (Wurtele ef al., 1971; Pearson, 1974; Beland and Warn, 1975;
Orlanski, 1976, etc.). The method proposed by the above authors is essentially the
implementation of Sommerfeld radiation condition. By estimating phase velocity in the

normal direction to the boundary, say c, we may write Sommerfeld radiation condition as;
oY 9¥_ '
3t —I-can—O 2.1)

for a variable ¢, where n is the coordinate normal to the boundary. The authors mentioned
above discuss various ways of applying Eq. (2.1) to the unbounded hyperbolic flows. Beland
and Warn (1975) have derived a transient radiation condition for both Rossby and inertio-
gravity waves.

As an upper boundary condition, one may think of using Eq. (2.1), replacing ¥ by @ or
w. However, this method, as is shown in the Appendix 2.2, turns out to be impractical,
because the method causes instability, the growth rate of which is not small, especially in the
low latitude regions.

In this paper, we describe, as an alternative method, a sponge layer model. In the sponge
layer model, we include a sponge term in the thermodynamic equation, which is designed to
cancel out erroneous effects caused by the inappropriate upper boundary condition, @ =0,
below the sponge layer. In another words, the sponge layer is designed so as to play an

equivalent role to the radiation condition.

s This chapter is prepared by T. Tokioka.
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Although the sponge term is a kind of generalization of a Newtoniah cooling term, it is
required to be highly dependent on modes, especially on frequency, and is also required to be
a complex number. The real part of the sponge term has a damping effect as a Newtonian
cooling term does, while the imaginary part modifies the vertical wavenumber of a
disturbance in the sponge layer.

The basic formulation of the sponge layer model has already been presented in Chapter
4 of AM (1974). In section 2.2, a discrete form of vertical structure equation is derived. The
effect of upper boundary condition is demonstrated in 2.3. A “sponge layer” is formulated
in 2.4, where we describe one practical way of applying the sponge layer model to the global
circulation model. Some test examples of the sponge layer model are presented in the
Appendix 2.1, demonstrating that the model works well to the forcings with the wide range

of Lamb’s parameter, when only one mode is forced from below.

2.2 The vertical structure equation
Using the vertical index k shown in Fig. 1.2, the equations linearized with respect to

perturbations on a resting isothermal basic state, may be written in a discrete model as

- . is 4 _

IGﬁk—ZQSIH¢Vk+m¢k—O (22)
0, + 20singt, + 128 = 2.3)
k @ Uy a.a(p .
0D, — 2 (Rt + Suduer) = — M, T 2.4)
k Apk k@1 k +1 k k .
$k_$k+z=cp(Pka +Qk+2Tk+Z) (2.5)
ist, +ai¢(vkc05¢)+a coS@ (@1 — &1}/ Apc =0 (2.6)

where any variable, say ¢, has been assumed a solution of the form,

¥ =Re(Je'e1+e) @27
s is the longitudinal wavenumber and o is the angular frequency. Re ( ) is an operation to
take a real part of ( ). Here s is assumed to be positive. Then a positive (negative) o
represents a westward (eastward) moving wave. The form of the vertical differencing of the
first law of thermodynamics (2.4), and the hydrostatic equation (2.5) is just a linearized
version of (1.11) and (1.18). We have included a damping term in (2.4), with the coefficient M,,

for later convenience. The coefficients R, Sy, Py, and Q, are given the following forms;
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Ru=p-(2)(Bi -~ &) | 2.8)
Sk:%o(%)@k—?m) | 2.9)
P (@) Rz ()] 2 | 10
Qe (=@ 3 e

where the overbar denotes the basic state. From the definition of 8.,,, these coefficients for .

the isothermal basic state become

_c _ (Pre2/P)*—1=In(pys2/pr)*
P,=Si=
(Pus2/Du)*—1

(2.12)
_ P2/ — 1 —In(pu2/pu)*
Q.=Ri=
1—{Pu—2/D)*
Eliminating @ and ¢ from (2.2), (2.3) and (2.6), we obtain

c d N A2 z@k+1 CﬂJk 1

L(iog)=4a’Q N (2.13)
where the differential operator L is given by

__9/1-4*03 1 s P44 g*

L= ou fz—,ﬁaﬂ)“sz—,ﬁ\f f2—p? l—,uz) @2.14)

where g=sin ¢ and f=0/2Q.
From (2.4) and (2.5), on the other hand, we obtain

10‘(¢‘k dir2)=cTo (kak L S rery) etz Qi (Qk+26)k+1+5k+szk+3)]
r‘);- St 2ADk+2
(2.15)
Here
& =1-iM,/o.
Eliminating @, between (2.13) and (2.15), we obtain
Wk—lA_pka+1 Wk-kAlp_kj]z[kH — gh [(’; \Qka_l +ScWiir)+
%(Qk+2wk+t +Sk+2Wk+3)] 2.16)

where the separation of variable @t =F(u)W,,, and the separation constant, h, defined by

LF¥=¢F, e=(2Qa)*/gh (2.17)

— 91 —



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

have been used. h and e are often called equivalent depth and Lamb’s parameter,
respectively. (2.16) is a finite difference analog of the vertical structure equation. Let’s

assume, to this equation, the following solution,
Wiy = (Bext)e (218)
Po

Setting &= &+2=1 in (2.16), we obtain two
solutions for a, i. e, a; and a;, (=a* : e
complex conjugate of a;). The thick solid

lines in Fig. 2.1 show Re (a;) and —Im 10
(a;) =n as a function of e. d=1In(py+:1/

Pr-1)=0.658 (or e=1.93) and T, =270°K are

used in the calculation. The real part is 1/ e_(z;n_'%)*

2, exactly as it is in the continuous case. Fig. 2.1 The dependence of @ (see Eq. (2.13))
on Lamb’s parameter e in an
isothermal atmosphere (270°K) for
both continuous case (thin line) and

There are some unavoidable errors in n,
however, as n approaches the highest

resolvable wavenumber 7/d. The vertical discrete case (thick line) where d=1n
(Pr+1/Px-1)=0.658. The vertical

spacing of the MRI+GCM-I in the
to take a larger value in the discrete model, stratosphere (see Fig. 1. 2 (b)) is

wavelength (=2zRT,/gn), therefore, tends

compared to that in the continuous case, chosen to be d=0.658.

with the increase of e. At e=>~2.1x10% n is equal to z/d. Beyond that value, n remains equal
to z/d, while Re (a;) is no longer equal to 1/2, and damped and amplified oscillations occur.
We cannot avoid these oscillations in the present discrete model, although the present vertical

differencing scheme is superior to others as is discussed by Tokioka (1978).

2.3 Effect of the upper boundary
Here we demonstrate the effect of an upper boundary condition @ =0, which drastically
alters the solution by thorough reflection of the wave energy and consequent resonance.

The solution of (2.16) is given by
—A (B)a PYe
W=A (po) +B (po)

If we confine our discussion to the westward moving waves (¢>0), the first term is

responsible for upward propagation of wave energy and the second term is responsible for

— 929 —
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downward propagation of wave energy. For eastward moving waves, the situation is
reversed. In the following we will consider a westward moving wave as an example.

Suppose that a wave is forced from below and that its energy propagates upwards. If the
upper boundary condition is such that the wave energy can radiate away through the
boundary (the radiation condition), there is no downward propagation of wave energy and we
have the case B=0. Let us choose A=1 for convenience. This case, with A=1 and B=0, is
considered to be the ekact solution in the following discussion.

If the upper boundary condition is @ =0, as in most numerical models, the solution is
drastically altered. The boundary conditions then become

W=1 —at p=p,

W=0 at pP=D:. 25k ; Lan
The coefficients A and B are now complex. 20 | i EL,Im(B)
5 A I L T B
Fig. 2.2 shows the real and imaginary parts ol | ,': ! ! \ ;" \ ,'
/ AR AN R
of A and B, as a function of e when pr= Z:Z \//‘gg‘é}\/ ViV \7
/ / ! / /
1mb, p():lOOmb, d:hl (pk+1/pk_.1):0.658 -05 |f ’Il ;/ /” ,l/ ,I/\
1 i !
Q10+ i !
and T,=270°K. The real part of A has I f' i ,: fl !D!SCRETE CASE (NS)
|
S " = ! ! ! p°x|l()l'l))mb
decreased from 1 to 1/2, and the real part 200 4| AR
-25 ! d-0.658
of B has increased from 0 to 1/2. The ‘ \ , \
' . 10' 10° i0° o
imaginary parts of A and B become infinite (200
€="21
when —n 1n (pi/po)==, 27, 3w, - . For 9
. . . Fig. 2.2 Th litude of th d (A) and
these values of n, there exist free solutions '8 ¢ ampiitude of the upwar' )
the downward (B) propagating modes
of the vertical structure equation, which as a function of e, where the upper

boundary condition o=0is applied at
p=pi=1mb, and the wave is forced at
non-zero values of w at p=p,, a resonance p=po=100mb in terms of vertical
velocity. Isothermal atmosphere (270
K) is assumed with d=0.658.

satisfy @ =0 both at p=po and p=pr. With

occurs for discrete values of e which give
those values of n. Essentially the same

result has been demonstrated by Lindzen et al. (1966).

2.4 Sponge layer formulation

2.4.1 Basic formulation
We now let the uppermost layer of the model be the sponge layer. Then & =&=1—iM/

o for k=1, and &,=1 for all other k. Let’s again consider the isothermal case. The discrete

vertical structure equation (2.16) at k=2, with the upper boundary condition W, =0, is written
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as;

W, — (W, — W)= —%%(ed%vvz +QQW, +SW.)). (2.19)

The vertical structure equations at other levels are written as;

Wiy = Wiy = Wiy = Wieg)= =12 [€98@QWi i + W)+ Q@QWirs +SWero)]
(2.20)

where
Q=Q=(e*~1+xd)/(1 —e =)
Su=S=(e*—1—xd)/(ex*—
By choosing & properly in (2.19), we can let the ratio W,/W, be equal to that of the exact
solution in the discrete model under the radiation condition, which is determined by (2.20) for
a given equivalent depth. In this way, we can simulate a solution under the radiation

condition. The resultant condition is

e(FEx+Q)- =0 (2.21)

X (=W,/W,) in the above equation is determined by

(er ) e (0 i D) Kot (er 0 =0
2.22)

One of the solutions of (2.22), which

describes the structure of the upward 20

energy propagating’ mode, should be

RelM)Ac)

substituted into (2.21). The upward energy

~LmiM)/o

propagating mode can be selected by the

M/ 00
condition n/e <0 7. e,
Im (X))« ¢<0 (2.23) iy
Fig. 2.3 shows M/ ¢, thus obtained, as a : - L Al
function of e=(2Qa)?/gh when T,=270°K ° © ez‘%ﬁ?’zlo ’

and d=0.658. The required coefficient of Fig. 2.3 Sponge coefficient M, normalized

. . ith f f R

the sponge term, M, is a complex function with . requency o ,a wave o, as a
function of Lamb’s parameter e.

of the equivalent depth and frequency. The Conditions of the discrete model are

real part of M thus obtained remains the same as those in Fig. 2. 1.
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positive while the wave is treated as internal (z. e., 9.7< e <2.1x10%), and therefore acts as
damping in that range. Beyond the value ¢ =2.1x10¢, damped and aniplified oscillations occur,
as shown in Fig. 2.1. Therefore, propet simulation of wave in that range itself is meaningless.
When e is small (e <30), Re (M)/ | ¢ | is quite small, while —Im (M)/¢ is close to unity. This
means that the sponge term has negligible damping effect but has exclusive effect in
modifying vertical wavelength. With the increase of e (or decrease of equivalent depth), the
damping effect of the sponge term increases. At e ~3.5x10%, Im (M) vanishes, 7. e. the sponge
term formally reduces to the so called Newtonian cooling term.

Because the vertical wavelength of a wave is a decreasing function of e, we may
summarize the present result as follows; The sponge term is more effective in changing the
vertical wavelength in the sponge layer than in damping the amplitude of the wave, for the
waves with large vertical wavelengths. On the other hand, the damping effect of the sponge

term becomes important to handle waves with short vertical wavelengths.

2.4.2 Estimation of equivalent depth and frequency

As mentioned in 2.4.1, the sponge coefficient M is a complex function of equivalent depth
and frequency, both of which are not explicitly known in a numerical model. This causes
difficulties in evaluating M in initial value problems.

In the following, we describe one successful way of estimating equivalent depth and
frequency in a numerical model.

From (2.4), (2.5), (2.15) and (2.17), we have;

T,

ioTy— Ap Q@ +52)=0 (2.24)
é— b= CP(STI +QTy) (2.25)
iog, =gh-22 2.26
icd,=gh Ap, » | (2.26)
o, =gh®4— 22 | 2.27
icg; =gh ADs | ( )

From (2.24) and (2.27), we obtain

_(2Qa)"_ _Q+San/@s s
gh="= =Re(T, WS f)' , (2.28)

By knowing &,/&, and &5/ T3, € can be estimated by (2.28). (2.24), (2.26) and (2.27) can be used
to estimate ¢. Once we know e and ¢, X is determined by (2.22) and (2.23). Finally, (2.21) gives
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us M.

2.4.3 Extension of the sponge layer model to the non-isothermal case with a constant.
zonal wind

We may extend the sponge layer formulation in the previous sub-section to the non-
isothermal case with a constant zonal wind. We may include the effect of a constant wind by
replacing o with the doppler shifted frequency o*(=o+si/a cose). The thermodynamic

equation (2.4) should be replaced by
. *T Tk ~ ~ . AN a
10 k*A—pk(Rk&)kﬂ +Skdner)=—M T —Qx (2.29)

where T, is the globally averaged temperature at the level k, and 4y is the cooling rate due
to diabatic processes other than the sponge term. T, that appears in the definition of R, and
S« should be replaced by T..

The vertical structure equation is now written as follows;

Wiii—Wior Wit =Wigs P,
Apx Apusyz [T & Apx RiWieos +ScWiep 1) +
%(Rk+zwk+l +Sk+2Wk+3)] (2.30)
where
gk*:§k+Qk/i6*Tk 2.31)

In the following is given one practical way of evaluating sponge terms currently adopted. In
order to evaluate them, we have to know both the equivalent depth and the doppler shifted

frequency. For this end we estimate, at first, the vertical structure X (= ../ éx) as follows;

1 A 5 5 5 TS
Xe=3 {& Ag3(¢ A i —)} (2.32)

The doppler shifted frequency, ¢*, is estimated by use of (2.29). In doing so, a kind of time
averaging is necessary to avoid a rapid fluctuation of the estimated value due to short lived

waves. Currently the following form is adopted;

e (1 o1, € 1 Ty . N s 1 Ts o ~ s
(6*)=(1—e)o*) ‘—}-?Im [m'T(Rawz+st4)——ﬁ+zp—sﬁ(Rs(m+ste)—7ﬁ-]

(2.33)

The averaging factor ¢ is assigned the value 0.08. Superscript 7 indicates a time step to

evaluate a sponge term. Currently this is done in every 60 min. The equivalent depth is
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estimated, now, with the use of a similar equation to (2.33), as follows;

(gh)"=(1—e)(gh)* 1 +5Re [(;;i‘%aj;ii) . S%ff:ff (239

where S and R are representative values of S, and R, in the highest three levels. ¢ is again
set to 0.08.

We are now able to recalculate the vertical structure X by use of the vertical structure
equation (2.30) applied at the level k:4‘, This gives us two solutions for X, 7. e., X; and X,.
We choose X; when X, satisfies either

[Xi ] > 11X, |
or (2.35)
[ X, ] =X, | and Im(X;)o*<Im(X,)o*
The sponge coefficient M is ‘determined by use of the vertical structure X, thus determined
and the vertical structure equation applied at the level k=2. Currently, sponge terms are

calculated for each latitude circle for the zonal wavenumber up to 4.

A2.1 Test examples of the sponge layer model
A2.1.1. Model

We apply the sponge layer model designed in 2.4 to the linearized equatorial S-plane
model. We assume rest, isothermal atmosphere as a basic state and consider the following

form of a perturbation motion,

u i
v %
w | =Re| & | ™
T T
¢ ¢
where m is a wavenumber in the zonal direction. Then we obtain a following set of linearized
equations;
&ﬁj—%fi(vi+1+vi—l): —imé; (A2.1.1)
1. . . 1~ ~
A +§(fj+1uj+1 +fi0-) = _A—(¢j+1 — ) (A2.1.2)
y
atTk‘Z%‘(bek—l +Sén1)= _Mka (AZ.]..S)
k
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Fig. A21.1 The vertical and the horizontal structure of the discrete model used for the test
calculations. Vertical structure is the same as that in Fig. 1.2(b).

gk - $k+2 =CD(STk +QTk+2) (A2.1.4)
. 1. N 1 . ~ ke
1mu;“+A—y(V“,-+1—V“j_l)+m(m,-k“— 1) =0 (A2.1.5)
where
i, 20

M, is set to zero except the one at k=1, which is estimated by the procedure described in
section 2.4. Location of variables is shown in Fig. A2.1.1. Horizontal location of variables

corresponds to the scheme adopted by the MRI - GCM-I. Q and S in (A2.1.3) and (A2.1.4) are
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Table A2.1.1
Numerical parameters and lateral boundary conditions used in initial value problems. A
y is a grid size in the meridional direction, J the number of grids in y-direction, A t a time
increment, and m a wavenumber in the longitudinal direction.

Lateral Assigned
Case Ay(km),] | At(sec) m(M™) | Boundary Frequency e= (22; y
Condition (sec™?)
Mixed Rossby- 44478 150 6.2784 x| ©,=1_,
. —6 3
Gravity Wave (=122) e #=0 6.2784 x 10 2.030x 10
44478 1.5696 X | ¥=0
Kelvin Wave 450. —6.0602x107% | 5.760x10%
(J=22) 10-7 =0 '
600. 3.1392 X | ¥,=0
Rossby Wave 600. 8.0x107% | 1.230x10?
, (J=22) 1077 =0 _
Semi-Dirunal 600. 600 3.1392 X | ¥,=0
. 1.4526x10~* | 1.219x10*
Wave J=21) 10°7 & =0 .

the ones defined in (2.12). Vertical index k and latitudinal index j are dropped in the
momentum equations, and in the thermodynamic and hydrostatic equations, respectively. As
for the time differencing, &, we use the centered scheme with a periodical insertion of the
Euler backward step.

By use of the separation relation;
—1_(&7K+1_&7k—1):i_0-¢k (A2-1-6)
Apy gh

and (A2.1.1), (A2.1.2) and (A2.1.5), a difference analog of the horizontal structure equation is
obtained. The equivalent depth, or Lamb’s parameter, and the eigenfunction for geopotential,
F, are obtained by solving it under the lateral boundary conditions listed in Table A2.1.1. The
eigenfunction thus obtained is used as the forcing to the model. Geopotential at the lowest
level (k=15) is prescribed as
3,15 = OF eloatr (A2.1.7)

where 7 is a time step, and ® is a constant chosen to be | #52, | =10.0m?sec™?. Prescribed
frequency ¢ is not used in any other places than in (A2.1.7), in the model. Integrations are
started from a rest condition in the interior.

Four examples of the initial value problem are demonstrated in the following. They are
the propagation of a mixed Rossby-gravity wave, a Kelvin wave, a Rossby wave and a semi-

diurnal wave (see Table A2.1.1). Lamb’s parameter e are chosen in such a way as to be close
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to the resonance points except a semi-diurnal wave case. Arrows in Fig. A2.1.2 show the
location of Lamb’s parameters listed in Table A2.1.1. The differences between Fig. 2.2 and
A2.1.2 are due to the differences in the forcing level and the way in which waves are forced.

In Fig. A2.1.2, waves are forced by ¢ at the level k=15, while they are forced by  at the

level k=14 in Fig. 2.2.

251 |
, | :
. . '
A2.1.2. Propagation of a mixed Rossbhy- 20 ;' ! 4o
| i ] 1
; sl | A O B i
gravity wave ! i ! i | i |
] ! ll 1 !
. . Lo | I ! ! ! i !
As the first test, we simulate a I.' 33‘{‘;’,,‘ A / {
1] i ] I
. . . . OS5 7 7 7 7 7 7
propagation of a mixed Rossby-gravity . / \/’ / \/ \,’ \/ \/ \
0 ) : ¢
. . . . LIm{A)/ 7 ) / 4
wave. This is observed in the equatorial 'O5r{ " / JANAN AN /
/ / i ! ! / /
1 tratosphere. The parameter in ! VAR R R /
ower stratosphere. e p e 10f | fma)| | VAR i ‘,
. ! f ! ! i | i
Table A2.1.1 roughly simulates the st }! T T T X
: :‘ ,|' I DISCRETE CASE (NS)
L Po=139mb
observed waves. 201 | | bomb
25k ! T, =270°K
The equivalent depth is gh=424m? ! d =058
1 1 1
0t 10" o ! 10*

sec™? or € =2.03x103. Therefore the vertical .
€= (_zf‘ﬁ)

g

wavelength in the present discrete model is _
h Fig. A2.1.2 Same as in Fig. 2.2 except that

waves are forced at the level p=
139mb in terms of geopotential.

model gives about 5km for the same value Arrows indicate positions of
Lamb’s parameter used as the

estimated approximately as 12.5km wit
the aid of Fig. 2.1. While the continuous

of e. The horizontal profile of F, used as L
forcing in the present test (see

the boundary forcing, is proportional to the Table A2.1.1).

one shown in Fig. A2.1.3 (c) by E.
The time change of the amplitude of &%, is shown in Fig. A2.1.3 (a), where the solid line

with (S) is the case with the sponge layer, and the dashed line with (NS) is the case without
the sponge layer. The thin solid line with (E) shows the steady state amplitude of the exact
solution with the sponge layer, which is identical to the exact solution under the radiation
condition below the sponge layer. We do ndt observe any significant differences between
Cases (S) and (NS) until about 240 hours. However, the amplitude of (NS) still continues to
increase and tends to have a large value after that. On the other hand, the amplitude of (S)
fluctuates around the exact value. . .

The vertical structure at j=1 (Fig. A2.1.3 (b)) and the horizontal structure at k=3 (Fig.

A2.1.3 (c)) of geopotential field show that the sponge layer well supresses artificial reflections,
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Fig. A213 (a) The time change of
geopotential amplitude at the
a0l A grid point j=1, k=3 for the
(N mixed Rossby-gravity wave
case (unit : m? s72). “S” and
7 “NS” indicate the case with
e NS and without the sponge layer,
N respectively. “E” is the exact
steady solution with the
sponge. The exact solution is
identical to the solution
the radiation

150
under
condition, below the sponge

1200
layer.
(b) The vertical structure of

50
720 960
geopotential at j=1 after

1200 hours of integration for
the mixed Rossby-gravity
case. Amplitude is shown in
unit of m? s72. The phase is
measured relative to that at
the bottom layer (k=15).
Crosses indicate the results

where Rayleigh f{riction
terms with the damping rate
107%s! are included in the

mb
T

momentum equations at the
as a

level k=1 as well
Newtonian cooling term with

1

2T

a constant cooling rate 10~°
in the thermodynamic

B0 20 o
PHASE
S—l
equation at k=1.
(c) The horizontal structure

of geopotential at k=3 after
1200 hours of integration for

the mixed Rossby-gravity

100
AMPLITUDE

(b)

MIXED ROSSBY-GRAVITY WAVE: HORIZONTAL STRUCTURE OF $3(f=l200hrs)
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caused by the upper boundary condition @ =0, below the sponge layer. The solution below
that layer is almost identical to the exact one, in this example. Vertical profile of | @ | in
(N\S) clearly shows the exisistence of a nodal point caused by reflections at the top.

When there is a Rayleigh friction term in the momentum equation, simple analysis of the
effect of the term is prohibited because of the change in the horizontal structure between the
layers with and without the Rayleigh friction term. Because the Rayleigh friction term is
sometimes included in the model for the purpose of dissipating reflected waves caused by the
upper boundary, the method is tested numerically.

In the numerical test, a Newtonian cooling term is also retained in the model with a
constant cooling rate. Both the momentum damping rate and the cooling rate are set to 10~
sec™! and those damping terms are included only in the highest layer. Crosses in Fig. A2.1.3
(b) and (c) show the geopotential field after 1200 hrs. of integration. Gross features are very
close to those without sponge (NS). The case with the damping rate of 10~° sec™! has also
been tested. However, the change in the damping rate does not cause much differences in the

results except in the highest three levels.

A2.1.3. Propagation of a Kelvin wave
Kelvin waves are also dominantly observed in the tropical lower stratosphere. The
parameters in Table A2.1.1 roughly simulates observed Kelvin waves.
Because ¥;=0 in the Kelvin wave, the dispersion relation reduces simply to
o=—/ghm (A2.1.8)
This gives us 1.49 x 10® m?sec™? as gh (or e=576). The vertical group velocity W, of the
Kelvin wave, in the present discrete model, can be evaluated with the aid of the following

relation;

90 _H,o  olne

We=—-Hog,=7 on

(A2.1.9)

where H, is the equivalent depth (=C,T,/g)and use has been made of (A2.1.8). 9lne/onin the
present model can be evaluated from Fig. 2.1. Thus we obtain 2km - d-! as an approximate

value of W, for the present choice of parameters.

Fig. A2.1.4 (a) shows the time change of | ¢%-, | . We notice a great difference between
Cases (S) and (NS) after about 380 hrs. The value 380 hrs is compared well with the value 400
hrs, which is an approximate time required for the bottom disturbance to arrive at the level

k=3.
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Fig. A2.1.4 Same as in Fig. A2.1.3 (a), (b) (c) except for the case with a Kelvin wave forcing
(see Table A2.1.1).
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After 400 hrs, the amplitude of the case with sponge (S) fluctuates around the exact value
(E). While the amplitude of (NS) seems to settle at a large value. This is a plausible result
because the Lamb’s parameter (e =576) is close to a resonance point (see Fig. A2.1.2).

Vertical and horizontal structures of geopotential at 1200 hrs are shown in Fig. A2.1.4 (b)
and (c). From those figures, again, we see that (S) is close to (E) except near the north
boundary region where the amplitude of geopotential itself is small. We may conclude that

the sponge layer is effective in this case.

A2.1.4. Propagation of a Rossby wave

The third example is a Rossby wave’s case. The parameters in Table A2.1.1 are chosen
so as to locate Lamb’s parameter around 102, The value is about 123, and this value is also
close to a resonance point (see Fig. A2.1.2).

The time change of geopotential amplitude at j=1 and k=3 is shown in Fig. A2.1.5 (a).
The amplitude of (S) follows the exact value (E) more closely than that of (NS) after about
300hrs of integration. However, there still remains larger fluctuation in (S) around the exact
value than those observed in the previous two cases. _

Although we do not see much preference of (S) over (NS) from Fig. A2.1.5 (a) alone, the
vertical structure in Fig. A2.1.5 (b) clearly reveals differences between (S) and (NS). Both
amplitude and phase of geopotential in (S) are close to the exact values. On the other hand,
we notice two sharp nodes in (NS). One of the nodes is located at the level k=3.

Judging from both Figs. A2.1.5 (b) and (c), we may say that not bad horizontal structure
of geopotential in (NS) at a particular level k=3 (Fig. A2.1.5 (c)) has happened by chance.

A2.1.5. Propagation of a semi-diurnal wave

As the last example, we test a propagation of ® (2,2) mode of the semi-diurnal tidal
motion (see Chapman and Lindzen (1970) for further details). By use of the parameters in
Table A2.1.1, the simulated ® (2,2) mode in the present discrete model gives gh=7.04 x 10* '
m?sec™? or e=12.2, which gives about 190km as the vertical wavelength,

Fig. A2.1.6 (a) shows the time change of geopotential amplitude at j=1, and k=3.
Corresponding to the very large vertical wavelength, the vertical group velocity is also quite
large. Within 12 hrs, wave energy arrives at the sponge layer. However, the amplitude of (S)
does not converge to the exact one. There still remains a large fluctuation even after 1200 hrs,

and no preference of (S) over (NS) is found both in the horizontal and vertical structures of
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geopotential shown in Fig. A2.1.6 (b) and (c).

In the previous three cases, especially in the first two, the sponge layer was quite
effective in supressing reflection of waves below the sponge layer. While, in the present case,
it is not. One reason for the ineffective sponge in the present case may be explained as
follows; Because we have assumed a steady state in designing the sponge layer model, there
is no surprise even when the sponge did not work at the arrival of wave fronts. If the vertical
group velocity is small, in vague sense, not much noise may be created at the arrival of the
main wave front. On the other hand, if it is large, as is the case for the mode @ (2,2), much
noise might be created, which might cause the sponge model ineffective.

Another reason may be due to the small value of Re (M)/ | ¢ | for the mode ® (2,2) (see
Fig. 2.3). Because there are no dissipative mechanisms other than the sponge term in the
present linearized numerical model, secondary noise may not be supressed well by the sponge
term alone.

One may point out, as one of the reasons for the ineffective sponge in the present case,
the way in estimating the sponge term. It is estimated by use of the informations in the
highest three levels, the depth of which is too thin compared to the vertical wavelength of ®
(2,2). We admit that the estimated value of M had not a small fluctuation around the expected
value of it. However, we do not consider this as the major cause for the unsatisfactory results
in the present case because the run where M was fixed to the exact value, expected in the

steady state, did not show much improvement over (S).

A2.2 Stability check of Eq. (2.1) as an upper boundary condition

When we apply Eq. (2.1) as an upper boundary condition, we may rewrite it as follows,
() +eas (95) =0 (A2.2.1)
We discuss in this appendix the stability characteristics of free modes when the use has been
made of (A2.2.1) as an upper boundary condition.

Because c, in (A2.2.1), is to be chosen in such a way as to radiate vertically propagating
wave energy outward, ¢ must be a positive value.

Let’s consider a rest, isothermal model in which there are no variations of variables in
the north-south direction, and the Coriolis parameter f is constant. We assume the following
form of a solution to the linearized system equations:

. =Re(g,e'et+m0) (A2.2.2)
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We use the same notations as have been used in the text. Then, the linearized system of

equations are written as follows:
i(iﬁk _‘ka - —im@k,

io'?k_i'fﬁk:(],

i, —-Lo(se 1) =0
101y Apk( Cﬂ)k+1+Q@k—l)_ s
B~ B =(STu+QTw10),

A 1 . N
lmuk+m(wk+l_mk—l):()y k=1, 3,

(A2.2.3)
(A2.2.4)

(A2.2.5)

(A2.2.6)

(A2.2.7)

From these five equations, we obtain the following equation:

e'Aén_1 — By +Adris=0,
where

A=X%2—c, T,m?QS—1?,

(A2.2.8)

B=(1+e)X?+c,Tom?e'S?+ Q%)+ (1+e9)f2,

X =ic,

e=Apy/Apy—z
We apply the bottom boundary condition
as

&k =0. (A2.2.9)
As for the top boundary condition, we
expfess (A2.2.1) in the following form,
X(@n+e 7 @)= y(@o—e ¢ a)=0,

y=2¢c/Ap;. (A2.2.10)

Equations (A2.2.8), (A2.2.9) and (A2.2.10)

where

determine eigen-value X. When we apply
®,=0 instead of (A2.2.10) as the top
boundary condition, all eigen solutions are
neutral, of course, and there are no
computational modes in the solutions.

If we use (A2.2.10) as the top boundary
condition, instead, all inertio-gravity modes
suffer slight damping (stabilization) for

positive value of y. In the present system,

l'.t"( " e-folding time
sec’
(day)

T =13 010" 9sec!
1oel —-‘O.I

£=10"5 sec™
./4—’0——' m=3x106m-!

-105

210" sec-! |
————
105 m=3x107m|'C
\1\’_\‘ £210"% sec!
R
m=3xI0"‘m 50
106l ) : L 100

2 3 4 5
number of vertical layers

Fig. A2.2.1 The growth rate of the unstable
mode as a function of the number
of vertical layers, K, when Eq. (A2.
2.1) is the upper boundary
condition. f and m are the Coriolis
parameter and the zonal
wavenumber. The same vertical
gridding as is shown in Fig. A2.1.1
is used. T, is set to 270°K.
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however, we have one additional computational mode due to the use of (A2.2.10). This mode
is unstable. The growth rate of the solution is shown in Fig. A2.2.1 for a particular value of
y. Numerical values used for the calculation are as follows:

d=0.658, T, =270K, ¢,=1004m?s2K-!, S=9.1 x 10°?,

Q=9.7x 107%, Ap,=1.93mb and y=1.3 x 10-5s"1.
The growth rate of the unstable mode does not change much with the increase of the number
of the vertical layers K. We see that this mode becomes more unstable with the decrease of
the Coriolis parameter f and with the increase of the zonal wavenumber m. To make the
situation worse, the growth rate is quite large. The rapid growth of errors (about 1/4 day in
e-folding time) was observed in the initial value problem test when Eq. (A2.2.1) was used as
the upper boundary condition with the same Rossby wave forcing as listed in Table A2.1.1,

in which y is approximately equal to 1.3 x 1075 s~
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3. Horizontal differencing*

3.1 Horizontal grid and indices

Spherical coordinate is adopted in the model. Grids on the sphere are distributed in equal
intervals in both longitudinal and latitudinal directions. Winninghoff (1968) has shown that
thé geostrophic adjustment process depends on how the variables are distributed over the grid
points. Among five ways of distributing the dependent variables (see Fiq. 3.1), Scheme C gives
the best dispersion relation for inertio-gravity waves, where u and v are velocity components

in both “i” and “j” directions, respectively and ¢ is geopotential.

(A) ‘ (B) (C)
U,v’ t A ) * ”
j+1 ¢ UV,e UV,¢ j+l¢ ¢ ¢ j+l¢ U ¢ U ¢
uv | Uy v v v
j uve |UV,e (UV.e i ¢ ¢ ¢ | U ¢ U ¢
uv | uy J'V v v
Cduve fuve Juve e e o ey [su s
R PR it T ST it =13 i+
4—-—d—->
(D) (E)
Y, Vv
i1 id ? je—v ¢ LV
v U U
¢ uv |¢
J¢ Vv ¢ V ¢ ]t\d [ ) Ji
U U U j-— UV\\ ¢ uyv
N G TRV "z i, i*3
L i+l Td—

Fig. 3.1 Five ways of distributing variables on the horizontal grids. (Taken from AL) u
and v are horizontal components of wind in “i” and “j” directions, respectively.
¢ indicates geopotential.

% This chapter is prepared by T. Tokioka.
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Based on the above results, Scheme C
is adopted in distributing variables over the
sphere. Indices “i” and “j” are used to
indicate grid position in longitudinal and
latitudinal directions respectively (see Fig.
3.2). Surface pressure ps, geopotential ¢,

temperature T, mixing ratios of water 4

vapor q and ozone Os, and vertical velocity

c;' are defined at the z-point in Fig.3.2. )
Fig. 3.2 Horizontal indices and location of

variables. At =z-points, all
differencing described below are the same thermodynamic variables, including
water vapor and ozone, are carried.

As for the definitions of F and G, see
some special treatments near the poles. text. (Taken from AL)

The details of the horizontal

as that described by AM or AL except for

3.2 The equation of continuity

The equation of continuity (0.14) is expreseed as follows;

al-IiJ'|'F1+/2 1 %3 +G11+/ Gu /+ (Skﬂ ég—l):(] @.1)
where
_ A;—'An A77 A& ¢
= o F=zu G= V2 S= =l (3.2)
and
=1, g=9¢, += l_ 3.3
§=21, n=9, S-=acosp and —-=a (3.3)

The mass flux F and G are defined as follows;

F%:.%,j_%( Tn) |+é](7zi+11+7511)
(3.4)

G%(Jur%:% (VH&-) |]+/(7t13+1+71—'11)

For the time being, ignore the superior bar operators in (3.4), which are linear smoothing

operators in &.
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3.3 The pressure gradient force

The pressure gradient force in the & -direction is
~2(2+ 0u )

For the first term, we choose the form

o A = =
— (Z88) = —xzay (D) g (st ) (B = 85) (35)

As for the second term, we choose the form

— (B = —waay (2D (70w Nhsnat (m0a) § ) (er— ) (3.6)

Rearranging the right hand side of (3.5), we confirm that both (3.5) and (3.6), with the help of
(1.7), guarantee the relation (1.6) at each grid point.

Similarly, the pressure gradient force in the »-direction is

—(A' )j+1/2 2 [(7511+1+7Zn)(¢”+1 ¢:J)+{(7’v’°’l¥)1]+1+(750'01) Ej}(”i,ﬂl_m,j)]
3.7

3.4 Kinetic energy generation and the first law of thermodynamics

The contribution of the pressure gradient force to the kinetic energy generation
o
—a—t(l'[ u )|+ Y

is obtained by multiplying (3.5) and (3.6) by uf, ;. Then the kinetic energy generation is

— 1 (BD) Yy (st ) Fers— 85) +{(mow) ey + (m0@) &) (s 7))
(3.8)

As the superior bar indicates a linear smoothing operator in &, the summation of (3.8) over

i is identical to that of the following,
Ay
-1 ( 77) 145 [(71-'1+11+751J) (¢1+1] ¢1] )+ (”Ga)1+1j+ (71:0'0[) ij g — 7511)]

(3.9

This can be written as;
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(3.9)=— F}\+/](¢1+1J d’u)“ 1 (UA” f\.{./.j{ (71'0‘61’)§(+1‘j+(756a) 3\, }(”in,j—ﬂi,j) 3.9y

Therefore we can show that

?(39) 2(FH—/] FF‘%J)%EJ _%( Tﬂ 1+/]{ (nda)l+1]+ (7[0'(2) ij }(7[1+11 ”!J)

I(An)

4 i ,éj{ (moa) § + (750'4)?—1,5}(711,1—7&—1,5) (3.10)

Similarly, the contribution of the pressure gradient force to
o
S0

is given by

2(Glye=Gliose) B — (V) S { (o) 4+ (0@) by } (=)

_%( E‘g)u /{(”‘m’ f + (zoa) ;- 1}(”1: Ti5-1)
(3.11)

The sum of both (3.10) and (3.11), with the use of continuity equation (3.1), is transformed into

the following form;

oIl
at) k+1 (Si(, 1+ 6iy at)d’

kinetic energy generation=— 2—— [ ( S K4 G

—3I1§; (wa) 3

provided that (wa) {jis defined by

. OI*

I} (wa) & = (zoa) § St T T { noa) 1+1,+(7co‘a)1,} (u l+./2,j(7r,+1,3—7r1,,-)

—+—= {(71’0‘41’)1, + (moa) ;- 1,}( Aﬂ)l %vi(ﬂi‘j_ﬂi—l,j)

+ {(Ma')u+1+(7w‘a).,} E‘E ) isesg (g1 — 1)

+%{ (zoa )+ (750'0)1,3—1} (VA—rf) i,j_%(ﬂi,j—m.jq)

—a{ SEUSEI-B) FSET@E —gl ) (1Y)
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This expression may be compared with the definition given by (1.9).
Thus the thermodynamic energy equation (1.11) may be written as

TH, +T§ _Gk T+ Ti
2 g

K K k
Tl+1,j;’Ti,j _FE /JTU +TH L GE,,

2
_a_t(H” ) +F1+/‘>

Skﬂph HIH-I Sk IP” k: 1] 1 [(n:o‘af) 1«1 azl;[tu

+Ao-[

A +%(u 77)1+41{(7m'a)l+,1+(7ro'a) 5 }(7r.+1, ;)

+% (uénﬁ) i—%,i{ (7[0'&) ?,j + (Zda)g(_l,j} (7[1’,‘—71'1_“)

1 (VB5) e (0@ 1+ () § ) (mgss = )

-I-%(V%g)” y{ (zoa) & + (noa) 5, } (my— w5y

1,Q%) 614

3.5 Momentum fluxes

The expression of momentum fluxes in the finite difference form strictly follows the one

developed by Arakawa (see AM or AL). We choose for

o A“’;'An A;y ) *AéAR
—a—t(n P )-I-A«fa;_.(nu )+A?]a (7zV—u)+ ( 6———mn u)
the form;
(H(u)u i) +_[Fl+/2 (Ui ) —FP s (wig+ o)

-+ Gl(;‘-)(— v (Uger ) — Gl(;l)_ v (U +5-1)

+f1:<i(-]’l‘-)%,j+l/2 (Uis 141 +y5) —fﬁ"i(f)%,j—yz (g +Uiop5-1)

+G1 /21+/(Ui i+ FUy) — l+/] /(U1;+U1+1J )

+M ZES‘“’I‘“(uE‘,rZJru%‘_j) SWEI(uly +u?) (3.15)
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where IV, SW Fw GW, T and T are not defined yet. When u is constant both in space

and time, (3.15) should be zero. Then we get a continuity equation;

s "
ot +(Fx+/1 F1 /J+G|J+/z 1(1)/2) +(F H‘/l"/z F i(E)‘/z.j—%"'PG/i(E)Vz.H‘/z“
G 1(+/J /) + (S (Wk+1__ S i("]:l)kfl) =0 (3.16)
Following AM or AL, we let

Fx(i)éf (Bl t 2Pt iy o0

) 1
Gl]+/ (Gii%,j+Gi-*l-‘/z'j+1+Gii‘/2,j+Gi*—‘/2.j+l)

6
(3.17)
~u 1 x x
Fi(+)%,j+%ZE(GI+/§J+G1+/ZJ+1+Fi+%,j+Fi+‘/2,j+1)
ai(g)%,j—% (Gn /2 . A,j+1_Fi*—%,j—Fii%,j+1)
where F* and G* are defined by
F* 5=+ (Frris + Fiovas)
i — 2 i+1/2,j i—1/2,j
G*; :%(Gi,ﬂllz +Gij-1r2) (3.18)

With the use of (3.17) and (3.18), it is shown that (3.16) is identical to (3.1) provided that

l(+/] [H1+1J+1+H13+1+Hij 1+H1+11 1+2(HH—IJ+HU)] (319)
and
S i(:)yz,j:%[ S i+1,41 T S ijt+1 +S -1t S i+1,j-1 +2 ( S i+1,j +8S l,j)] (320)

For v-component, we use a form identical to (3.15), with u replaced by v. Corresponding
to (3.17), (3.19) and (3.20), we let
v — 1 * * * *
Fi(+)‘/2,j_F(Fi+1,j+l/2+Fi+l.j—1/g+Fi,j+%+Fi,j—'/2)

v 1 * * *
G = 6 (G265, G y)
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~ (Vv — 1 * * * *
Fi(+)1/g,j+1/2“ﬁ(Gi+1.j+%+Gi,j+1/2+Fi+1vj+1/§+Fi,j+1/2’) (3'21)
~ (V) _i(G* +G* _F* _F* )

Gi~%.j+%_12 ij+% i—1j+% ijt+% i-1j+%

Hi(.jvlr%:%‘[nin,jn+Hi+1,j+Hi—1,j+1 FIo1,;+2 (Mg +105) ) (3.22)

S8=t S+ St Siasm+ S+ 2(Sun+$1w) (3.23)
In the limit of two-dimensional non-divergent flow, the flux form described above

guarantees the conservation of enstrophy as well as kinetic energy as shown by A,AM or AL.

3.6 Coriolis force

Coriolis force plus the metric term which contributes to %(Hu) is

AEA 2 1
(S —udsang () Jav (.24)
and the Coriolis force which contributes to %(HV) is

— (ER—ungar 2 () )z (3.25)

Defining C¥ at z-point as follows,

Cl=t,(A287) — Liu,tu ) { B e~ B i) (3.26)
we express (3.24), at u-point (i+1,j), in the following way,

(Bl (v +Visnsa) * + 7Cly (e +is) ) (327)
(3.25), at v-point (i,j+ %), is expressed as

_% [”i,j-(-lcgfj-(»l (U241 + Wi 1y2,541) ky 7Z1,1‘C :(, (Ui 12 + ui—l/Z,i) k] (3.28)

Note that exact cancellation of kinetic energy generation through Coriolis force is

guaranteed by the forms (3.27) and (3.28).
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4. Special treatment near the poles*

4.1 Modifications of the difference equation

As the poles are singular points in the
spherical coordinate, velocity components
cannot be defined there. Therefore, we let
the poles be z-points. The mass at the poles
changes through the meridional mass flux,
G, at all the v-points surrounding the poles,
as shown in Fig.4.1. We let the north pole

be j=p, and treat it as if it were a group of

points, just for simplifying the

computation. Each point has index i and

Fig. 41 Horizontal indices and location of
represents the area shaded in Fig4.l. variables in vicinity of the north pole.

Defining IIip and S;; based on that area, we
apply the equation of continuity (4.1) to j=p, omitting all horizontal mass flux terms except

Gip-1/2. After computing @I/t and S for all i, we take the average.
izn!{ —3G; _|_L2(ék+ 1 _ék— 1)_ 0 : (4.1)
ot n ip n ip—1/2 Aok ~\Wip i,p =

The advective terms in the v-momentum equation at the point (i,p—1/2) are given the

following form;
3 W)k 1 F*(V) . X
a(ﬂ V)i,p—l/2+7[ i+1)2p-12(Vip-1/2+ Vip-1/2)
=B 12(Vip—124Vic1p-172)
— Gy 1(Vip-1/2+Vip-32)
_ng_)l/zyp_l(vi,pfl/z+Vifl.p73/2)

by k
—GMyap-1(Vip-12+Vit1p-3/2))

% This chapters is prepared by T. Tokioka.
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_A_{‘_k.%[é(v)w (w5 + 2 yk) - Sk 1 (v oy 2 Vip1e 4.2)

+
The form of IIf)_,, should be,

Iy 1= 3 {Hi+1.p+Hi+ 1p—1+2(Mip+Hip-1) +Ti—1p+Mio1p-1}

+%(Hi+l,p+ 2Mip+1i—1p) ' (4.3)

so that the global sum of II¥ is equal to the global sum of II®. Slp 152 is defined, also, by (4.
3) by replacing II with S. If we replace v in (4.2) by a constant value, it reduces to an analog
of the continuity equation. In order that the equation is compatible with the continuity
equation (3.1) and (4.1),

FxﬁY}Zp 1/2_*(F1p 1+Fii1,p—1) (4~4)

In a similar way, advective terms in the u-momentum equation at the grid point (i+1/2,p—

1k), 1+1/2p 1 and Fl*pU)l are

—(II W 12p1 +%[Fi”§r(i‘?p,1(m+3/z,p—1 +Uit1/2p-1)

—FAY (Wir1/2p-1+ Uim1/2p-1)

=G a1/ (Wi 12p-1F Wir1/2p-2) — FY_ g p(Uis1/2p-1+ Uim1/2p-2)
— Ggﬁ'ﬁlvpb_g,/g(uus/z.p—z +uit1/zp-1))

+ZI—'%[é(")k+l(uk+2 +uk)— é(“)k_l(uk Fuk2)) 41001 (4.5)
Ok
08, 1= 8{Hi,p+ Mit1po+ 2 ip—1+Miv1p-1)+ip-2+Miv1p-2}

+%{3(ni,p+ Wiv1p) +FMip1+ig1p-1} (4.6)

l*p(u1_6(4F1p l 1p 2) (47)

S®,,p-1 is readily defined by replacing II in (4.6) by S.
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4.2 Introduction of averaging operator to selected terms

The grid interval in the east-west direction decreases with the increase of latitude. In
order to avoid the use of a small time interval with that decrease, we have introduced an
averaging operator in the east-west direction to selected terms, following Arakawa’s analysis
(AM or AL). The averaging operator is required to the pressure gradient force in the east-
west direction and 2(x u/n)/ 3¢ in the continuity equation. In order to maintain conservation
of kinetic energy in the advective process still after the modification of the continuity
equation, several terms in the momentum equations should also be replaced by the smoothed
value of them. The superior bars in Chapter 3 are the reminders that those terms should be
smoothed somehow in the east-west direction.

The momentum equations can be transformed into the vorticity equation. In order that
the vorticity equation thus derived does not have terms with no correspondence in the
continuous form of it, the terms with the double superior bars should also be replaced by the
smoothed values of them. The averaging operators denoted by both the single and the double
superior bars are identical. The different notations are used just to remind that the operator
is required from the different reasons.

Let d& and d# be the longitudinal and latitudinal grid sizes. Arakawa’s analysis show
that the amplitude of Fourier component of the term in the longitudinal direction with the

wavenumber k should be multiplied by the factor S(j,k);
SG.6)=min(l, 3/sin(dé) (“8)

where min (, ) is the operation to take the less value between the two in the parenthesis. As
the operation is linear, we can define the corresponding operator in the real grid space, which
is nothing but the superior bar operator. Actually, approximate forms of the operator is

adopted currently for the economy of computation.
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5. Time integration*

The time integration of the model is carried out in the leapfrog scheme with the
periodical use of the Euler backward (Matsuno) scheme. To explain the procedure, we write

the equation symbolically in the following form ;

dA/dt=1(A) (6.1)
The leapfrog scheme (L) is
(A7t1— A1) /2At=f(A") (5.2)

The Matsuno scheme (M) is a combination of the following two steps ;
(A**t1— A7) /At=1(A*) : Euler (foreward)
(Ar+1— A7) /At=f(A***+)) : Backward )
The time integration scheme is schematically shown in Fig. 5.1.
At present, diabatic terms, dissipative terms and the vertical flux convergence terms of
both the mixing ratio of water vapor and ozone are calculated in every eight time steps at

the Euler (Foreward) stage, as shown by the arrows.

Q Aty Q Q

Fig. 5.1 Schematic figure of time integration. M indicates Matsuno step and L, leap-frog
step. Time integration of adiabatic part of the model is performed with the time
interval A t, while diabatic effects Q, including diffusions, are calculated with the
time interval At,.

% This chapter is prepared by T. Tokioka.



6 Transport process of moisture and ozone*

In this chapter the transport process of passive quantities, namely, moistute and ozone,
is described. Moisture and ozone are passive quantities in the sense that they are conveyed
by the advection process besides sources and sinks and do not affect the dynamical fields
directly. Therefore their finite differencing schemes seem to be relatively straightforward.
There is, however, the difficulty which comes from their large spacial variations and "
existence of the lower limit (i.e. zero). As for moisture, another difficulty named as CICK
(“conditional instability of computational kind”) must be avoided. These problems are
partially solved by choosing interpolation values for the half-integer levels appropriately as
described in this chapter. See Arakawa and Mintz (1974, hereafter referred to as AM) for

details.

6.1 Vertical differencing of the moisture equation

The continuity equation for water vapor (0.28) is repeated here with S replaced by —C,

2 (r) =V« (avq) ~27% _nc 6.1)

where C is the sink of water vapor per unit mass of dry air. Using the continuity equation (1.

3), (6.1) may be rewritten as

(§t+V‘V)Qk = _(Tala[ (7“.7) ez Qe — Q) + (7“.7) k—1/2 (A —Qk-172) )

—-Cy (6.2)
This form of vertical differencing is also used for ozone transport. Consider, first, a moist
adiabatic process. Let the saturation mixing ratio be q*»=q*(Tx,px). When the layer k is

saturated and remains saturated, (6.1) may be written as

('%"’V‘V) q*= —ﬁ[ (7“.7) ez (Qrerz — Q) + (7“.7) k=172 (@ — Q112 )
—Cy 6.3)
and then as

% This chapter is prepared by K. Yamazaki : Forecast Research Division
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* o
G G v To= = G na (Gt v v)m

-Tﬁi)k[ (77-';)') iz (Qeerz — Q%) + (70) k12 (@*% — Guemrz) ) —Cic

where

_ aQk oq* oq*
%=, ELyn= 2,

The thermodynamic energy equation is, from (1.11),

o
(%+Vk'v)Tk: _Clpakdk (‘a—t+vk'v)7fk

*(—%.X[ (71-'27) k+1/2 (pkak+112 -Tw+ (71’:7) xe1j2 (T _pk,ék—l/z) ]

+Cy
where @ =c,6(8p/ox) /o and ¢= (p—p1)/z. Egs. (6.4) and (6.6) give

1 oq* @, 0q* o
G W{ [(a—p)Tﬁ‘C—:(ﬁ)pk} O (é—t'FVk'V) i
1+ aT)

( 3T )pk(né\d [(7“7) k+1/2 (5k+u2 &) + (77-';7) k>—1/2 (6 —8’1«—1/2)]

1

(260 [(710')1«+1/2(Q1<+1/2 qk)+(7r(.7)k—112(q*k’_qk—llz)]}

+

Substituting (6.7) into (6.6), we obtain

_ 1 1
(at+vk v)T= (ap)mk(at+vk-V)7lk ——m—(ﬂé‘d)kx
1+ ) ok
oT’?
{(”&)k+1/2[pk(ak+1/2 0k)+ (CIk+1/2 q*k)]
. A L . R
+ (70) k=12 [Pk (b — Gh—1)2) +C_p(q k= Qk-12) )}
where
ﬂfi(a_qi)
(aT) I o L op Tk
op /M ogq”
P 145 (T

The coefficient of (nd)kﬂ,zin (6.8) is

— 5 —

(6.4)

(6.5)

(6.6)

6.7)

(6.8)

(6.9)
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- L, .
P (b1 — ) +C_ (Qus12—9%)
p

1 A, R ~
C ((coTurrz+ durse +Laisrz) — (o T+ e +La*))

14

=c—1p(ﬁk+m—h*k) (6.10)

where (1.13) and (1.14) and the definition of h have been used. Similarly, the coefficient of

(71':7)1«—1/2 in (6.8) is
1 D
C_p[(h x—hio1p2) ) (6.11)

Thus (6.8) can be written as

5] oT o
(5'E+Vk'v)Tk: (_ap)mk(_a‘f_l—vk.v) U
. 1 1 [( ° h h * . fy (6 12)
oq* (700, 70) kit 1z (M 12 —hp*) + (70) 1o 12 (hiemp2) ) :
cp—I—L(——aT ok

The choice of q (or equivalently, h) at the levels remains to be specified.

6.2 Vertical interpolation of moisture and “CICK”

From (6.12) it is clear that a negative (m}) w+12has a warming effect for fy, 1, >h*,. This
may occur even when h*,., <h*,, that is, when no conditional instability exists between the
integer levels k+1and k. The same effect can similarly ocuur for a negative (m.)‘)kfl,zwhen
h*, >ﬁk_1,2, even when h* <h*._,. Any moist convective instability produced by such a
warming effect is the result merely of a poor choice of Gyx+1.. This type of computational
instability is termed as the “conditional instability of computational kind” (CICK). See AM
for details.

The CICK can be avoided if the choice of Gysipand thus ... satisfies the followiog
requirements when h*,,, <h*,:

huie<h*c  when r.=1 ' (6.13)
and

h*p <husiz  when rgp=1 (6.14)
where 1, is the relative humidity of the level k, given by

T =ax/q*« (6.15)
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Let us write hut12 as
Bir12=8isr2 + L
=812 + Ly 120 ke 12
=8urrz T sz (N2 — Sierrr2)
= (1= Pus1i2) Skrrrz Pk 120 *is 10 (6.16)
where f..12 is a properly defined relative humidity at level k+1/2, and
Sierp =CoTurin + bsare (6.17)
Substitutions of (6.16) into (6.13) and (6.14) give
(1=Pirnz) i+ Pesrph®ine <h* when r,=1
and (6.18)
h* < (1—Pusr2) Scrrie + Bk When 1 =1
Suppose that h*,, 12 18 an interpolation of h* from the level k and k+1 to the level k+1/2 that
guarantees h*k+1<ﬁ*k+1/2<h*k if h*,,, <h*,. If we choose f,,,,= 1when either r,= 1or
r'ver = 1, the inequalities (6.18) are satisfied, ragardless of the actual form of the interpolation
for h*..,. under the condition h*.,<h*.. The form given below satisfies the above

requirement.

_ I F T — 20T
Prrirz I S —— (6.19)

(When both r, and r,; are 1, i, is set to 1).
The form of the interpolation used to obtain h* is important, however, in relation to the
interpolation chosen for §,,;,. Since
h*.=Lq*.+s« (6.20)
an interpolation for h*. . independent of for §,,,, could in theory allow the implicit
generation of a negative §*...1.. To avoid this, the interpolation fbr h*ci12 is chosen
proportional to that for s,.,:

h*i12—h* :A(§k+1/2 —Sk)

~

h*kn_h*k“/z:A(SkH—§k+1/z) (6.12)
and
h* —h*
A=k K
Sk+1 Sk (6.22)

Recall that (1.12) and (1.13) give
812 — Sk =Pucp (9k+1/2 —6)

Sk+1—§k+1/2:Pk+1Cp(3k+1*’ékﬂ/z) - (6.23)

Then we obtain
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Sk+1— Sk =Py Cp (31(41/2 —6) +PusiCp (Gerr — §k+1/2) (6.24)
which determines the denominator of (6.22). Eq. (6.16) gives

qchKEqk+1/2:%fk+1/Z (ﬁ*k+1/2—§k+112) (6.25)

There is no reason to choose this q, howver, if condensation processes are not involved.
For the relatively dry case, it is more important to guarantee that q remains positive or zero.
The simple arithmetic averge, qkﬂ,z:%(qk%—qkﬂ)is not a good choice. Because, if q,=0,
Qu+1 >0 and (7:5‘)“1,2 >0, then downward current removes a posivtive amount from zero.
Presumably, the application of (1.20) to water vapor mixing ratio is a better choice for the

relatively dry case. It is given by

— _1nqi—Ingus,
Ain=0qu+12= /e — 1/ (6.26)

In fact, with that choice, §y;1,» is zero when either q.,; or qi is zero.
In the present model, the following formula is used as a compromise.

Qi+ 12 =Frs12Gcick T (1—Frr12) Ain (6.27)

6.3 Vertical differencing of the ozone equation
The ozone equation does not have the difficulty such as CICK mentiond in the previous

section. We simply adopt the vertical interpolation (1.20) for ozone mixing ratio.

A _1n0;s , —1n0; 1,
Or 112170, i1~ 1/0, 4 (628)

where O; is the mixing ratio of ozone. The vertical differencing scheme for ozone is the same
as (6.2) except that —C, term is replaced by the souce term of ozone due to photochemical

processes described in Chapter 12.

6.4 Horizontal differencing

The finite horizontal differencing schemes for both moisture and ozone are the same in
the MRI+ GCM-I. In the following only the scheme for moisture is shown.

Using egs. (3.1) through (3.4), the horizontal flux term of the moisture equation (6.1) can

be written as

5] A N
a(ﬂi,qu) = ~FiriiQierzi T Ficv2 Qo1
_Gi,j+l/2qi.j+ 1/2 +Gi,j—ll2q1,j—1/2 (6-29)
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+ other terms

The § is defined by the arithmetic average, for example,

Qi+1/2,5 :%(Ch,j +Qir1s) (6.30)

The difficulty, which comes from the existence of the lower limit of q (that is, q=0), also

exists in the horizontal differencing. Therefore, § is defined as

A 201, 6.31
Qertias Qi T Qs (6.31)

when Fiy12;>0 and qi;<qis1y o Figi;<0 and q;>qie. Note that this form is formally
derived from (1.2) if we choose G(x)=1/x. Otherwise, eq. (6.30) is used in the present model.

Qi—1/25, Qige12 and Gy -1, are defined in a similar way.
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7. Penetrative cumulus convection*

7.1 Introduction

The horizontal scale of a cumulus cloud ranges from about 1 to 10 km and this scale is
much smaller than the horizontal resolution of the GCM which is about 100~500 km.
Therefore, it is impossible to resolve each cumulus cloud in the GCM. On the other hand, the
cumulus clouds sometimes extend to about 10 km or more in the vertical direction and play
an important role in the vertical transfer of heat, moisture and momentum.

Deep cumuli are a major heating source in the ITCZ and a driving force of Hadley
circulation. Thus a cumulus cloud parameterization is essential in simulating global climate
by the GCM.

For the parametrization be possible, we have to assume that effects of cumulus cloud
ensemble can be determined by the large-scale environment. In other words, the
parameterization problem is how to determine grid-scale heat, moistire and momentum
changes due to cumulus cloud ensemble in terms of grid-scale fields.

The cumulus parameterization scheme of the MRI- GCM is based on Arakawa-Schubert
cumulus parametrization (hereafter abbreviated as the A-S cumulus parameratization. For
details, see Arakawa and Schubert, 1974, Lord and Arakawa, 1980, Lord, 1982, Lord, Chao
and Arakawa, 1982, etc.). The A-S cumulus parameterization consists of two major parts.
One is the cloud model which is described in sections 7.2 and 7.3, and the other is the closure
assumption which is-described in section 7.4. The discretized form of the parameterization is
described in sections 7.5 through 7.8. Section 7.9 describes the parameterization of ice phase
cumuli. Appendix 7.1 gives the selected results from the MRI. GCM-I integrations and
discussions. Appendix 7.2 gives simple examples of the solution for the mass flux distribution

equation.

7.2 Cloud Model I : Modification of the large-scale environment by cumulus clouds
The dry static energy s and the moist static energy h are used in the A-S
parameterization. s is an approximately conserved variable during the dry adiabatic process.

On the other hand, h is an approximately conserved variable during the moist adiabatic

% This chapter is prepared by K. Yamazaki.
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process. They are defined by
s=c,T+gz (7.1)
h=s+Lq=c,T+gz+Lq ‘ (7.2)
respectively, where ¢, is the specific heat of air under constant pressure, T the temperature,
g gravity, z height, L the latent heat per unit mass of water vapor and q the mixing ratio of
water vapor.

All the cumulus clouds are assumed to have their roots in the planetary boundary layer
(PBL). Other types of clouds are considered separately and described in Chapter 9.

Consider an area which is large enough to contain an ensemble of cumulus clouds but
small enough to have a quasi-uniform large-scale environment. There might be various types
and stages of cumulus clouds, for example, deep or shallow clouds in developing, mature or
decaying stages in the area at a specific moment. Of course, it is impossible to describe each
individual cloud by using the GCM. Only the overall statistical effects of the cumulus
ensemble can be considered.

We assume that a cloud ensemble can be divided into a cloud subensemble of which
thermal stratification in clouds and large-scale effects due to clouds are uniquely defined by
a single parameter. We choose the cloud top pressure level P, as this characteristic
parameter instead of the entrainment rate A as A-S did. 1 is the fractional rate of
entrainment from environment to the cloud air and assumed to be constant with height.
Larger entrainment rate makes the cloud lose its buoyancy sooner, and decrease its cloud
height. The highest cloud is realized when the entrainment rate A is equal to zero. There is
a one-to-one correspondence between A and Pg.

We assume that the height of cloud top is equal to the height of the vanishing buoyancy
level. An overshooting effect is neglected. The overéhooting, that is, cloud air keeps going
upward due to its inertia even after losing its buoyancy, occurs in the real atmosphere.
Although overshooting is noticeable for deep cumulonimbus, overshooting depth is small
when compared with model’s vertical resolution. The detrainment of the cloud air occurs at
the level P,. So, P, is also called as the detrainment pressure level. Note that P, is not the
height of the individual cloud at the moment. The cloud top does not reach the P, level until
the cloud reaches the mature stage, and the cloud detrains cloud air after it reaches the
mature stage. We will discuss the cloud ensemble model in more detail in the next section.

The static energy and moisture budgets for the total area are
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pZe= oV 2 (pws) +L(3C,—e) @3
p%: ~V(ova) — 2 (owa) — (SCi—e) (7.4)

where p is the density which depends only on z, v is the horizontal velocity, w the vertical
velocity, V the horizontal del operator, C; the condensation rate of water vapor per unit
height in the type-i cloud subensemble, & the evaporation of the liquid water detrained from
the clouds per unit height. The overbar () vindicates the area average. Storage term in the
clouds and radiation effects are neglected.

The total transport of s and q can be expressed by the sum of cloud parts and

environmental parts.

PWS=p (20"1 Wi S+ (1— O‘C)WE/)
=3M, s;+M§ (7.5)

The tilde (~) indicates the environmental mean value, subscript ¢ indicates total cloud
mean value and subscript i indicates the mean value over type-i cloud subensenble. a; is the

fractional area covered by the type-i cloud subensemble.

A zgo‘i 7.7)
M =p(l—0c)W : (7.8)
M: =pSai w, (7.9)
oW =M. +M ' (7.10)

. 0. is the total fractional area covered by all clouds. M. is the total vertical mass flux by
all clouds, M is the vertical mass flux of environment.

The mass continuity equation is

) +%(pw) =0 (7.11)

Neglecting the net lateral horizantal transport across the boundary of the large-scale

area by cumulus clouds, the following equations can be obtained

_. 50 —



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

Ve (pv)=V-(p¥) (7.12)
Ve (pvs)=V-(pVs) (7.13)
Ve(pvq) =V-(p¥q) (7.14)

Then, the continuity equation (7.11) becomes
- o -
Ve (p¥) +§(pw) =0 : (7.15)

Using egs. (7.13) and (7.15), eq. (7.3) can be written as

5_ 0 ov vvs_ O3,
pa—saz(pw) pVeVs§ azi251 M,

RV CCRRY . ar
oz oz i

Using egs. (7.14) and (7.15), eq. (7.4) can be written as

94_ -9, o - B

Pt =z, (PW) =¥V az§q‘ M;
~0M ~04d
~geM_mel_(sc,— 1
15, M7, (%C; &) (7.17)

Assuming no accumulative storage of mass, s and q within the cloud ensemble, we obtain

oM.
E-D-2le=0 (7.18)
Es—Dss— = (SM, 5,) ~LZC,=0 | (7.19)
Eq-Dg.—o-(SM, q) —3C,=0 (7.20)

where subscript d denotes the values in cloud ensemble which detrain at the level under
consideration, D is the detrainment and E is the entrainment. We assume that the evaporation
of the detrained liquid water takes place at the same level where the water is detrained from
the clouds, that is, at the cioud top. Then, )

e=Dgq (7.21)
where { 4 is the mixing ratio of liquid water in the air detrained from the cloud subensemble.

Using egs. (7.10), (7.18), (7.19), (7.20) and (7.21), eqgs. (7.16) and (7.17) can be rewritten as

os

p5e=D (5L L) —sh+ (- 520
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~

~0S o
ML vy
5, pVeVs (7.22)
aq_ oM

~

~o0q.
—M===p¥+V
M 37 pveva (7.23)

Note that the cloud condensation term does not appear in egs. (7.22) and (7.23).

By definition and using (7.7), we obtain

§5=(1-0) §4306 =S +2(5,— ) o (7.24)
=(l-0)d 430 =d+Z(q— Do (7.25)
We assume
c. <1 ‘ (7.26)
This means that the fractional horizontal area covered by the clouds is much less than unity.
We then get
5~'s (7.27)
q~4q (7.28)

In order that eq. (7.28) be a good approximation, the environment must not be extremely dry.
Substituting (7.27) and (7.28) into (7.22) and (7.23) respectively and using (7.10), we finally

obtain
=D {(s—L)s—5)+M2>
”at d 3z

—pVeVE— pW +Qr ' (7.29)

—pv-vq—pv-v—g—czl (7.30)

We have restored a radiation term Q: in eq. (7.29). Except Q;,the second lines of (7.29) and (7.
30) are the large-scale advection terms which can be calculated by large-scale process of the

GCM and the first lines of the r. h. s. of (7.29) and (7.30) are the cloud terms which should be
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given by cumulus parameterization scheme. Adding (7.29) to (7.30), we obtain the time change

equation of h,

oh - oh
P2 =D (hy—h) +M.2"
—p¥-Vh-pF 21 Q, (731)

According to eqs. (7.29) and (7.30), large-scale fields are modified by clouds through two
effects. One is the cloud detrainment effect (D-term ) which is the first term of the r. h. s. of
(7.29) and (7.30), and the other is the term due to compensating downward motion of
environmental air (M.-term) which is the second term of the r. h. s. of eqgs. (7.29) and (7.30).
Under usual circumstances, D-term acts to cool and moisten the large-scale fields and M,
-term acts in the opposite way.

7.3 Cloud Model II : Cloud ensemble model
M. (z), the cloud mass flux at level z can be divided into contributions from cloud

subensemble as
Pov
M. ()= [ ‘m(z, Py)dPs (7.32)

where P, is the pressure at the top of the PBL, m(z, P,) is the cloud mass flux of which the
top is P4 (hereafter we call this cloud subensemble as P4-cloud), at z level. As mentioned in
section 7.2, we have adopted P4 as a characteristic parameter instead of an entrainment rate

A. And also A is assumed to be constant with height for P4-cloud. Then
2 m(z Pa) =Am(z, Po) for 2,<2<ze (7.33)

where z,, is the PBL top height, z, the detrainment level (corresponding to Py). Integrating eq.
(7.33), we obtain the subcloud mass flux profile as
my (Py) et @ for z,<z< 24

m(z, Pa) = [ 0 for z4<z (734
where m, (Py) is the mass flux of P4-cloud at the PBL top. We define normalized cloud mass
flux # for convenience.

et (z-2) for z,<z=<1z4

7()= { 0 for z4<z (7:35)

We can write down the budget equation of h and total water content for Ps-cloud in a

similar fashion
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2 {m(z, Po)he(z Po) } = Ah(2) (7.36)

2 {m(z, Py) (ac(z Po) + £ (z, Po)))

=1m(z, P4)q(z)—m(z, Po)r(z, Po) (7.37)
where h. (z, Pa), qc (z, Py) and £ (z, P,) are h, q and liquid water in the P4-cloud respectively
and r(z, P,) is the precipitation rate which depends on parameterization of the precipitation
process. In the current MRI-GCM, precipitation takes place proportional to the excess water.

Let us consider s, q and h in the clouds. In the kclouds, the air is saturated. Neglecting
pressure difference between the in-the-cloud and in the environment, we can write

Ge(z, Pa)=qc*(T¢, Pa)
.o 1,08 _
=q (Z)Jra(?T—)"(SC(Z’ P.) —§(2)) (7.38)

where asterisk (*) denotes the saturation value. Using definition of h and eq. (7.38), we obtain

Se(z, Pa) — S(Z)N {h (z, Ps) —h*(2)} (7.39)
Qe(z, Pa) — *(Z)"“ L {he(z, Ps) —h*(2)} (7.40)

where
EL(aaGT* ). (7.41)

If m, (Pg) and A are given, and if h, and q. at PBL top, i. e;, h. (zy, Ps) and q. (zv, PJ),
are given and further if precipitation parameterization is specified, we can compute h, (z, P4),
Qe (z, Py) and £ (z, P,). Since we assume cumulus clouds have their roots within the PBL, it
is plaﬁsible to assume

he (25, Po)=hn (7.42)
Qe (2o, Pa)=@n (7.43)
where h, and qn are h and q averaged over the PBL depth.

There then remain two unknowns, i. e., A and m, (P4). To determine A, non-buoyancy
assumption at the cloud top is utilized. The buoyancy is measured by the virtual static energy
Sy. 8y is approximately expressed by

sy=s+c, T (6q— ) (7.44)

where 6=0.608. The non-buoyancy condition is given by sy(z4)=Svc(z4, Pa), 7. €.,
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§(za) +¢p T(2a) 6q(2a) =S¢ (za, Pa)

+¢p T(za) (3Qc(za, Pa) — £ (24, Pa)) (7.45)
Using (7.39) and (7.40), eq. (7.45) can be rewritten as '
he (24, Pa) —h*(24) =0 (7.46)
where
i* (z0) =h* (z0) — 0L (5 (Gr(2) —a(20))— £ (26, PO} (7.47)

1+ ves
where e =c, T/L.
Eq. (7.46) is the equation which determines A from given P4. Since the equations are too
intricate to be solved analytically, an iterative method is adopted in the MRI « GCM-1.
The second term in the r. h. s. of (7.47) is usually small compared with h*. Fig. 7.1 shows
a typical thermal structure of both clouds and environment in the tropics. As you can see in
Fig. 7.1, the highést possible cloud ensemble should have zero entrainment. In that case, h, is
equal to hy. Then if an inequality h, <h* (z) holds, there are no clouds that éan reach the level
z or above that level. In the MRI + GCM-], the model checks this criterion and if the condition
is met, such cloud ensemble is excluded from the possible existing cloud ensemble.
Suppose if we have a situation like the one shown in Fig. 7.2. In the range 1, <A <A,,

there are three possible cloud top heights that satisfy the non-buoyancy condition. Branch II

100 F
200 |
300 |
400
500 |
600 |
700
800 |-
900 |-

PRESSURE (mb)

I
300 310 320 330 340 350 360

(kJ/kg)

Fig. 7.1 Typical profiles of dry static energy s, moist static energy h and saturation moist
static energy h*. The profiles are taken from Jordan’s (1958) mean West Indies
sounding. Dashed lines show schematic profiles of moist static energy h in the
clouds.
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AN—

Fig. 7.2 Schematic diagrams of non-buoyancy levels for a special case. In the left panel,
the solid line shows saturation moist static energy h* for the environmental air.
The dashed lines show the moist energy h in the clouds. The right hand panel
shows the variation of the entrainment rate A with the cloud top height.

in Fig. 7.2 is obviously not realized, because non-buoyancy level is bounded by a positive
buoyancy layer above and a negative buoyancy layer below hence the level is unstable. In the
real atmosphere, branch I might be possible due to overshooting. However, since we have
assumed no-overshooting at the cloud top, branch I should be discarded. Branch III is then
the desired choice. The artificial cloud types are excluded currently by checking the A

variation with height.

7.4 The closure assumption : Quasi-equilibrium assumption

As mentioned in the introduction, some kind of statistical balance must exist between the
cumulus cloud ensemble and the large-scale (grid-scale) fields for a cumulus parametrization.
When the large-scale processes tend to generate the moist convective instability, the cumulus
cloud ensemble tends to destruct the instability mainly by compensating subsidence in the
environment. In the A-S parameterization, this balance is stated by the quasi-equilibrium of

“cloud work function”. The cloud work function A (Pg) is defined as a work done by the
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buoyancy force per unit cloud-base mass flux, i. e,
AP = [“:8 P,) (Tve(z, Po) =T\ (z)) d (7.48)
(Po) = [ 7551(2, Pa) (Tuclz, Pa) = Tu(2)) dz :

where T,c(z, Ps) and T.(z) are the subensemble and environmental virtual temperature
respectively. Note that the cloud work function depends upon the thermal stratification

only. Using moist static energy, eq. (7.48) can be written as

AP = [TEREYBEBI 6, P (hele, P —fi*(2)) a2 (7.49)

The work A(P,) generates the kinetic energy of cloud subensemble, while the cloud-scale
dissipation acts to prevent the increase of the cloud kinetic energy. Thus, the kinetic energy

budget for the cloud 'subensemble is described as .

%K(Pd)de—: (A(Ps) =D (P4)) m, (Pa)dPs (7.50)

where K(Py) dP; is the cloud-scale kinetic energy for the subensemble P4 with cloud top
between P, and Py+dP,, D (Pg) is the cloud-scale kinetic energy dissipation per unit cloud
-base mass flux. For the first approximation, D (P4) depends upon only cloud depth. When
we consider the time scale much longer than the decay time of clouds, the 1. h. s. of (7.50) can

be neglected. Eq. (7.50) then becomes

A(P)=~D(Py) for m,(P4) >0 (7.51)
In case that A (P,) is less than D (Py), the cloud can not be sustained. Therfore,
m, (Ps) =0 for A(Py) <D (Py) (7.52)

These equations (7.51) and (7.52) express the “kinetic energy quasi-equilibrium” for each
cumulus subenemble. Equation (7.51) poses very strict constraint for the stratification,
because A (P,) is the function of the stratification and cloud depth, while D (P4) is the
function of cloud depth only. When cloud subensemble exists (m, (P4)>0), the temperature
and/or humidity must change with time, but A (P,) must remain constant. This implies
temperature field and moisture field can not vary independently. When clouds exist the
stratification remains “neutral” in a sence.

Let it be clear by taking the derivative of eq. (7.51) with respect to time

d d
aA (Pd)%aD (Pa)=0 (7.53)
The time derivative of A (Ps) can be divided into two parts, one representing the effects of

cumulus feedback on the large-scale fields and the other representing the effects of the large
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Fig. 7.3 Mean values and standard deviations of the cloud work function versus cloud top
pressure P4 calculated from the Marshall Islands, VIMHEX, GATE and AMTEX
datasets. Error bars represent one standard deviation from the mean. Adopted
from Fig. 9 of Lord and Arakawa (1980). Thick solid line is added to show the base
line cloud work function A, (P4) used in the MRI « GCM-I.

-scale process. Eq. (7.53) then becomes
d d _d
(AP ), (AP ] =gA®)
~ (7.54)

where the subscript CU refers to cumulus effects and LS refers to the large-scale effects.
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CLOSURE ASSUMPTION

SUB ENSEMBLE CLOUD WORK FUNCTION
KINETIC ENERGY EQUATION TENDENCY EQUATION

dK (Py) dA(R)_ , ,

T = (A(P)-B(P) m, (P,) at =) K(PaPImy(Py)dP; +F(Pa)

cLouD
KINETIC ENERGY A(Py) =5 (Py) WORK FUNCTION
QUASI-— > OUASI -
EQUILIBRIUM EQUILIBRIUM

A(Pa)<® (Pa)

MASSFLUX
my(Ps)=0 DISTRIBUTION EQUATION

[K(Py,PIM(PAIAPI+F (Pa)=0

Fig. 74 A summary of the derivation of the mass flux distribution equation using the
kinetic energy quasi-equilibrium and the cloud work function quasi-equilibrium.
Adopted from Fig. 2 of Lord and Arakawa (1980) with minor changes.

The large-scale term is called the large—s‘cale forcing and denoted as F (Py). Positive F (Py)
means destabilization for the cloud subensemble. The cumulus term represents the cloud

—cloud interaction and can be written as
d -Pb 7 / ’ 7 4
(A ), = [ K (P, p) my ) dp (7.55)

where the kernel K (Pg, p’) represents the effect of p’ cloud on P4 cloud. Since cumulus
clouds tend to stabilize the stratification, typically the kernel K (p, p’) takes negative value.

From egs. (7.54) and (7.55), we obtain
Pb
SR ®, p) my () dp'+F (P)=0  for my (P)>0 (7.562)

This is a statement of “cloud-work function quasi-equilibrium” for cumulus ensemble. In

case of zero m, (Py), cloud work function may be reducing with time.
[7K Py, ) my ) dp/+F (P)=0  for my (Po)=0 (7.56b)

D (P,) is an intrinsic cloud subensemble variable and does not depend on the large-scale
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fields. From eq. (7.51), D(Py) can be estimated by computing the observed cloud work
function. Lord and Arakawa (1980) computed the cloud work function for various
geographical areas and situations (Fig. 7.3). The thick solid line in Fig. 7.3 is the characteristic
cloud work function A, (P,) currently used in the MRI.GCM-I (see section 7.6.2 for details).

The closure assumption of the A-S cumulus paramerization is summarized in Fig. 7.4.

7.5 The vertical structure of the discrete model and the discretized form of the cloud model.

This section describes the discretized form of the parametrization whose continuous
form is described in sections 7.2 and 7.3. In the MRI-GCM-I preadjustments of the large
-scale thermodynamic structure are made before the cumulus parameterization is applied.
The preadjustments include dry convective adjustment, middle level convection and large
~scale precipitation, and are performed in this order. Details of the preadjustments are found

in Chapter 9.

7.5.1 The vertical structure of the discrete model -

The vertical structure of the MRI « GCM-I is shown in Fig. 7.5. The left hand side of
the figure shows the vertical structure of the large-scale model. The dashed lines indicate
levels with integer index k where the large-scale temperature T (k) and water vapor mixing
ratio q (k) are predicted. In other chapters the levels are identified as “odd levels”. The solid
lines iﬁdicate half-integer levels where the large-scale vertical p-velocity is defined (“even
levels”). The region bounded by levels k—1/2 and k+1/2 is referred to as “layer k”. The
PBL top in the MRI » GCM-I is not the sigma surface. Although the top of the PBL is
assumed within the lowest layer LM in this figure, it can be in upper layers, of course.
Thermal structures within the PBL are determined in a way described in Chapter 8.

The right hand side of Fig. 7.5 shows the vertical indices for the cumulus
parameterization. The part of layer LM above the PBL is referred to as layer KB (In other
chapters, this layer is identified as E layer. See Fig. 8.4 for example.). When the PBL top lies
within the lowest layer, LM is equal to KB.

The cloud top is placed at the integer levels as shown in Fig. 7.6. In the following it is
convenient to identify each cloud ensemble with the vertical index of each cloud top. The left
-hand ensemble in Fig. 7.6 is the type-i cloud, for example. Height-dependent variables of a
cloud subensemble are represented by double arguments. The subensemble vertical mass flux

for type-i cloud, defined at the half-integer level, is denoted by m (i, k—1/2) and can be
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Fig. 7.5 The vertical structure and indices of the model. Indices on the r. h. s. are used in
the cumulus parameterization model. Ones on the 1. h. s. are for the large-scale
model. KM is the index of the PBL and KB denotes the part of the layer
immediately above the PBL.

expressed as

m (i, k—1/2)=#(, k—1/2) m, (i) (7.57)
where m, (i) is the cloud-base mass flux for type-i cloud and # (i, k—1/2) is the normalized
subensemble vertical mass flux at level k—1/2. In general, the first argument corresponds
to the cloud type and the second one corresponds to the layer concerned. The entrainment of
environment of environment air, denoted by E (i, k), occurs at all integer levels penetrated by
the cldud including the cloud tob layer. The detrainment of cloud air, denoted by D (i), occurs

only at the cloud top level (see Fig. 7.6).

7.5.2 The mass budget
A discretized form of the subensemble mass budget equation (7.33) of section 7.3 for layer

k, k=1, can be written as

from which
7(, k—=1/2) =5, k+1/2) (1+2(Q)Az(k)) (7.59)
is obtained. HereAz (k)=z (k—1/2) —z (k+1/2). The mass budget for the cloud top layer
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Fig. 7.6 Vertical structures of type-i cloud (on the left) and type-KB cloud (on the right).
Entrainment E takes place at all integer levels penetrated by the cloud including
“the cloud top level, while detrainment D takes place at the cloud top level only.

The subensemble cloud mass flux is calculated at the half-integer levels.

k=i is given by

dd) =#(, i+1/2) (1+2{)Az(3)) (7.60)
where d(i) is the cloud top mass detrainment integrated over layer i and normalized by the

cloud-base mass flux m,(i), and A2 ()=z (I)—z @, 1/2).
7.5.3 The moist static energy budget

‘For layer k and type-i cloud, let h(i, k+1/2) be the subensemble moist static energy

before entrainment and let h(i, k—1/2) be the subensemble moist static energy after
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Fig. 7.7 Typical vertical profiles of normalized cloud mass flux 7 and moist static energy
h for the type-i cloud. The 1. h. s. profile shows h for the environment.

entrainment (Fig. 7.7). Then the discretized subensemble moist static energy budget
integrated over layer k can be written as '
7, k—=1/2)h (i, k—1/2)=#% (i, k+1/2) h (i, k+1/2)
+2({)Az (k) (i, k+1/2) h (k) (7.61)

From eq. (7.61), we obtain

h (i, k+1/2)+ @Az (k) h (k)

h @, k—1/2)= IF2()Az (k)

(7.62)

When k=KB in egs. (7.62), h (i, KB+1/2)=hy, the mean h in the PBL (see (8.36)). In the cloud

-top detrainment layer (7.62) becomes

& o b, i+1/2)+2 Az () B (+1/4)
h (@)= 1+ (082 () | (7.63)

where h (i) is the moist static energy at the cloud-top and h (i+1/4)=0.5 + (h (i)+h (i+1/2)).
Sequential substitutions of (7.62) into (7.63) with i+1<k<KB result in a complicated
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expression for fi (i) which depends on the known Hy, h (k) for i<k=<XKB and the unkown 2
(). By requiring non-buoyancy at the vcloud~t0p, i. e, h)= h* () (see eq. (7.46) and (7.47)), A

(i) may be determined iteratively as shown in the section 7.5.5.

7.5.4 The total water budget

The budget for total cloud water is calculated in two steps as described below. Let g
(i, k+1/2) be the value of the total cloud water (vapor and suspended liquid water) mixing
ratio entering layer k from below for type-i cloud. And let q(i, k) be the value after
entrainment but before the precipitation process. And let q* (i, k —1/2) be the value after the
precipitation process, which also is the value leaving layer k. Also, let q,(i,k) be the cloud
suspended liquid water mixing ratio before precipitation, and q,* (i, k—1/2) the value after the
precipitation process.

The first step in the total cloud water budget is calculated in the similar manner as eq.
(7.62)

q' (i, k+1/2)+ 21 (D)Az (k) g (k)
1+ ()Az (k)

q (i, k)= (7.64)

where q (k) is the large-scale total water mixing ratio. Since the large-scale precipitation
process is implemented before the cumulus parameterization is applied, q (k) is identical to
water vapor mixing ratio g, (k). When k=KM in eq. (7.64), ¢ (i, KB+1/2)=qn.

The second step in the total water budget calculation determines the amount of
precipitation produced in layer k from type-i cloud. When the cloud is saturated at level k
the cloud water vapor mixing ratio qv (i, k) is calculated from a discretized form of eq. (7.

40) of section 7.3,

0 i =8 )+ 500 (b k=1/2-h* () (7.65)

where y (k)=L/c, (8q,* (k)/2T),.
The resulting suspended liquid water mixing ratio before precipitation is
@, W=q G, B—q (K | - (766)
Part of q, (i, k) is converted into precipitation by assuming a constant conversion rate per unit
height. Therefore
qet (G, k—1/2)=q. (@, k)—CoAz (k) q.* (i, k—1/2) ‘ (7.67)

from which
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qet (G, k—l/z)zﬁ% (7.68)

A conversion coefficient C, in egs. (7.67) and (7.68) is set to 0.004 m~! for the cloud-top layer
and 0.002 m~! for the rest of layers. Lord (1978) has shown that this values of C, pfoduce
good agreement with observed liquid water content in hurricanes summarized by Ackerman
(1963). Similar calculation by Schubert (1973) for Marshall Islands data also have shown good

agreement with observations.

7.5.5 The solution procedure for A (i)
Let a functional F (A(i)) be defined by

F (2@)=h O)~h* @) 7 G 1) (7.69)
where F depends on A (i) through h(), #(, i) and h*() (see eq. (7.47)). If the virtual temperature
effects are neglected, h* (i) does not depend on 1 (i). Since virtual temperature effects are
small, dependence of h* (i) on A (i) is weak. The non-bouyancy condition at cloud top is

F (A@))=0 , (7.70)
which is an implicit equation for A (i) and may be solved iteratively by the Newton-Raphson
method. Let v be the number of iterations and let 1, (i) be 1(i) at the v-th iteration. For the

first guess, A;())=0 is used. For succeeding iterations, 1,+1(i) can be obtained as

A= 10— @1

where F "(A.,()) is the value of the first derivative of F'(A(i)) with respect to A(i) at A())=
1,(). When F'(1.,()) is computed, h*(i) is assumed to be constant with respect to A. The
iteration is repeated until | h)—h*q) | £1.0 J kg™' which is equivalent to a cloud-top/
environment temperature difference of about 1072 K.

In case that the iteration does not converge after 15 iterations for type-i cloud, such
cloud is discarded. Also if cloud air is not saturated at the cloud top, such cloud type is
discarded. After we get all possible cloud types, the order of computed values of A is

checked according to the consideration mentioned in section 7.3.

7.6 The discrete form of the mass flux distribution equation
7.6.1 The discretized equation
The mass flux distribution equation for the continuous case is given by (7.46) in section

7.4. This equation is discretized and integrated over a time step At, (see Fig. 5.1) and is
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written as

m, (D)Aty>0 and

2 (K (0, ) m@at) +F HAt.=0 (7.72a)
or

my, ()Atg=0 and

]gl (K @i, j) me(DAt ) +F (D)Ata<0 (7.72b)

for 1=<i<inax. Here imax is the number of possible existing subensembles ; K (i, j), for 1=i, j<
imax, is a discrete form of the mass flux kernel which gives the stabilization of the type-i cloud
subensemble through modification of the large-scale environment by the type-j cloud
subensemble ; and F (i) is the large-scale forcing for the type-i cloud subensemble. Note
that there is an equal sign in the second equation of (7.72b). This equal sign is placed in
order to assure the existence of solution (there is no equal sign in Arakawa and Schubert’s

eq. (74) etc.). Let us consider the simplest case in which in.x=1. Then equation becomes

myAts >0 and
(7.72ay
K mbAtd +FAtd =0
or
myAty=0 and
(7.72by
K myAty+FAt, =0

where we omitted suffices for simplicity. If an equal sign in the second equation of (7.72b)’
is dropped, (7.72b) becomes
m,Aty=0 and
(7.72¢cY
K mbAtd + FAtd < 0
If F is exactly zero and K+0, m,=0 is the solution of the equations of (7.72a) and (7.72b)’.
However there are no solutions for equations (7.72a) and (7.72c)’. This modification is also

justified from the physical consideration. Under completely neutral and steady condition, the

cloud work function also must be steady and m, should be zero.

7.6.2 The large-scale forcing
The large-scale forcing for the type-i cloud subensemble is defined in section 7.4 as the
change in cloud work function due to large-scale processes. Let the large-scale

thermodynamical variables (temperature, water vapor mixing ratio, efc.) be denoted
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collectively by v, where the subscript denotes a particular time t,. The effects of the large
-scale processes {e.g., large-scale vertical and horizontal advections of temperature and
moisture, radiative heating and boundary layer processes) are added over Aty to give the

change
F=t+ (2] (1.73)

where (2v/01t).s represents the time change of ¥ due to the large-scale processes. Let the
cloud work function for the type-i cloud subensemble calculated from ¥ be denoted by A’
(i). The large-scale forcing is then written as

A A()

F Aty

(7.74)

Although A,(@) is the cloud work function at t, by definition, A,(i) can be replaced by a
characteristic value for the type-i cloud subensemble. The replacement of Ay(i} by a
characteristic value is justified by the kinetic energy quasi-equilibrium (e. g., see (7.51) and
the following discussion). Lord and Arakawa (1880) showed that when both large-scale and
cloud processes are operating, cloud work function values fall into a well-defined narrow
range for each subensemble, and the variation in the cloud work function becomes negligible
over the time scale of the large-scale motions. It follows that the values based on observed
time-mean cloud work function may be used as A, (i) in the GCM. Modification of ¥ by the
cumulus mass flux obtained from (7.74) should restore A’(i) to the characteristic value A,(i).
Currently,
A())=2 x 10°° {P,—p (i)}® (7.75)

is used for simplicity, where P, and p (i) are values in mb (see Fig. 7.3).

7.6.3 The mass flux kernel

The kernel element K(j, j) is defined as the time rate of change of the cloud work function
for the type-i cloud subensemble due to modification of the large-scale environment by a unit
mass flux of the type-j cloud subensemble. The changes in the large-scale environment by the
cumulus terms are given by the first lines of the r. h. s. of (7.29) and (7.30). These terms are
written in the discrete form as egs. (7.82) and (7.83) in section 7.8. After the above definition
of K(j, j), it is evaluated in the following way. The large-scale environment, represented by
¥’ from eq. (7.73) is modified by an arbitrarily chosen amount of mass per unit area from the

type-j cloud subensemble m,” (j)At” to give
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P k)=¢k)+6 (Pk) m (At (7.76)
Here the index k has been added to indicate the level in the large-scale model, & (¥{k))
refers to the time rate of change in y{k) per unit mass flux of the type-j cloud subensembile,
and the double prime denotes a value used in the mass flux kernel element calculation. A new
fractional entrainment rate A ”(i) and the cloud work function A”(i) are then calculated for the
type-i cloud subensemble using A”. Finally, the kernel element is calculated as

_AT()—A()

K @, j)_W (7.77)

The test mass flux my” (j)At” is arbitrarily chosen to be 100 kg m™2. The choice of a
particular value for m,” (j)At” is not important because non-linearity of A”(i)— A’(i) on the
test mass flux is weak.

Since a given cloud type tends to stabilize the large-scale fields for-all cloud types, the
kernel elements K (i, j) should be typically negative. In particular, a given subensemble must
reduce its own cloud work function, i. e., for all i,

K (4, 1)<0 (7.78)
Otherwise, such cloud subensemble is unstable and develops by itself. However, under very
unusual circumstances, the calculated value of K (i, i) may not satisfy (7.78) primarily due to

too coarse a vertical resolution. Therefore, K (i, i)= — &, where & is arbitrarily chosen to be

kel

¢"‘ at —
” y
i) X(i)

'

Ali) T A —T<A[i)
KG, j))—T1< F(i)
mb(i)

]

Fig. 7.8 A schematic diagram of the procedure applying the discretized cumulus model to
a large-scale prognostic model. Adopted from Fig. 5 of Lord et al. (1982).
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5x 107 J m~? kg, is enforced. Note that when i=in.x=1, eq. (7.78) is a necessary and
sufficient condition for the existence of a unique solution of m,At, for (7.72a) and (7.72b)".
Incidentally, the mass flux distribution equations (7.72a) and (7.72b) do not necessarily have
their unique solution. This mathematical aspect of equations is discussed in Appendix 7.2.
The procedure for obtaining the cloud base mass flux distribution in the GCM is
summarized in Fig. 7.8. The thermodynamical variables after modification by the large
-scale processes () are the inputs to this cumulus parameterization scheme. From these
variables ‘A’(i) and A’(i) are calculated for each subensemble. Using an empirically defined
characteristic cloud work function A,(i), the large-scale forcing is calculated from eq. (7.74).
The large-scale environment is then modified by the test mass flux m,” (j)At” to produce
thermodynamical variables ¢ which are then utilized to calculate a new value of the cloud
work function A”(i). The kernel elements are calculated from (7.77) and the my(i) are
determined from the mass flux distribution equations (7.72a) and (7.72b). The method to

solve the equations (7.72a) and (7.72b) is described in the next section.

7.6.4 The cloud work function

To compute the large-scale forcing and the kernel elements, the cloud work function
must be computed. The discrete form of the cloud work function is written straightforwardly
from eq. (7.49) as

KB+1
A= =

g,
poinc T (kK —1/2)7 (i, k' —=1/2)

% [h(i, k’—1/2)—h*G4, k’

TP —V2Y (i —1)—2()) (7.79)

where z(KB+1)=z,.

7.7 Solution of the mass flux distribution equation
The mass flux distribution eqaution (7.72) must be solved subject to the constraints of
non-negative m,(i) and the inequality. conditions (7.72b). For convenience, eq.(7.72) is

rewritten here, replacing m,(i)At, with x(i) and F (i)Aty with c(i).

x{1)>0 and
EIK G, j) x()+ci)=0 (7.80a)

or
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select a set i (0)
Xi=0 for i€i(0)

i max
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all sets are
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Fig. 7.9 Flow diagram for the exact direct method used in the MRI « GCM-I for

solving the mass flux distribution equation.
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Fig. 710 A schematic diagram of the large-scale budget of v for type-i cloud.

x{(i)=0 and
{ le (1)) x()+ci)=0 (7.80b)

Schubert (1973) proposed an initial-value iterative method of solving the equation and
Lord et al. (1982) discussed both a direct solution method and a linear programming method.
It is mentioned that neither of these methods guarantee exact solutions. In the following we
introduce, as an alternative, an “exact direct method” adopted in the MRI-GCM-I.

x(i) can be either positive or zero. Since there are two possibilities for each x(i), there
are 2'max possibilities in all. Suppose it; i(0) be the set whose elements are non-existing cloud
types. In other words, i(0) is the set which satisfies the condition below

x(1)=0 for ie i0) (7.81)

The first step is to solve the equation (7.80a) for i & i(0) by Gaussian elimination. The second
step is to examine the solution, x(i) for i & i(0). If x(i)<0 for any i, this set i(0) is not the right
one, thus select another set and repeat the procedure from the beginning. Otherwise, we
proceed the third step. The third step is to examine inequality conditions (7.80b)' for i e i(0).
If equations (7.80b) are satisfied, the sqlution is the right one and stored. This procedures are
repeated 2™2* times. The exact direct method is illustrated in Fig. 7.9.

Although one set of solutions is uniquely obtained under usual circumstances, ther are

unusual cases where two sets or more are obtained. In the A-S cumulus parameterization
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theory, no selection rule among sets of solutions is derived. Therefore, as the true set, we
tentatively select the one which has the maximum number of existing cloud type. In case we
have many sets of solutions of which numbers of existing cloud types are the same, we
arbitrarily choose the first found set.

In the current MRI-GCM, the number of troposheric layers is 5. Then iy is 5 at most
and the number of possibilities that the exact direct method must examine is 2°=32 at most.
Therefore, the exact direct method is not so time-consuming even if compared with other
methods. And, of course, the exact direct method guarantees the exact solution except
roundoff errors. In the 12-layer version, the search for possible penetrated cumuli with their

top above p=p;=100 mb is suppressed from the beginning currently.

7.8 The large-scale budget and cumulus cloud feedback on the large-scale fields.

Lower part of Fig. 7.10 shows the large-scale budget of y(h or q) for layer k and type
-i cloud. The downward fluxes of ¥ per unit cloud base mass flux at the top and the bottom
of the layer are given by #» (i, k—1/2) ¥ (k—1/2) and # (i, k+1/2) ¥ (k+1/2), respectively.
The entrainment of ¢ is A ()Az (k) # (, k+1/2) ¥ (k). Let 6 (¢ (k)) represent a change
in ¥ (k) per unit m, (i) and let the mass per unit area at layer k be Ap (k)/g, where Ap (k)=
p (k+1/2)—p (k—1/2). Then the change in the large-scale budget of ¥ is written as

22005, (300

=50, k—1/2) ¥k —1/2)— 5@, k+1/2) ¥k +1/2)— A (D)Az(k) 7(i, k+1/2) (k)
=n(, k—1/2) (Yk—1/2)— (k) + n(ik+1/2) ($k)—P{k+1/2)) (7.82)
Upper part of Fig. 7.10 shows the large-scale budget of ¢ in the cloud top layer for the
i-th cloud type. At the cloud top the detrainment of v per unit my(i) is d(i) ¢{i). The
downward flux of ¥ at the layer is #(i, i+1/2) ¥ (i+1/2) and the entrainment of ¢ is assumed
to be A([DA2G) 7, i+1/2) ¥ (+1/4). Theréfore, the counterpart to (7.82) for the cloud top

layer is
%(% (F0) =dG) ) — 70, i+1/2) Hi+1/2)

—1(0)Az3) 54, i+1/2) YWi+1/4)
=20, i+1/2) {(1+21()Az() x
(P)— P+ 1/9)) + Pi+1/4)— i+1/2)} (7.83)
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In this model all detrained liquid water is assumed to evaporate instantaneously at the
detrainment level. Consequéntly, the changes in T(k) and G, (k) are calculated from ¢ (h(k))
and ¢; (q(k)) as

o (@v&))=a (k)] (7.84a)

and
6 (TON=¢- {6 (B -Ls; (a0} (7.84b)

The large-scale byudget described above and the cumulus induced subsidence at the PBL
top are used to compute the kernel elements. After solving mass distribution equation, results
of the large-scale budget calculation are used for obtaining the cumulus feedback on the
large-scale fields, too.

The total temperature and moisture changes at each level over the time At, due to

cumulus convection are given by

(2 gt(k)]nAtdzig"@ (T (k)) mo()Ate (7.852)
and
(P48 a="%s @) moat (7.85b)

where the form of d; is given by (7.82) and (7.83). The cumulus mass flux at the PBL top, Mg
is given by
MBAtd:‘Eixmb(j)Atd (7.86)
iz
The amount of precipitation PAt, is given by

KB
PAty= = {k};.HCOAZ(k) qe'(i, k—1/2) m(, k—1/2)

i=1
+ i) a0, i-1/2) mG, i-1/2) | Aty (7.87)
where C,=2 x 10~* m~" and C,=4 x 10~® m™* (see section 7.5.4 for details).

Momentum changes due to cumulus convection are also computed in a similar way by
assuming that momentum is conserved within cloud ensemble. Details are described in
Chapter 11.

The cloudiness of cumulus clouds in the model is neglected, unless cloud top is above 400
mb level or 233°K level. If the cloud top is above such level, we regard that anvil clouds spread

out as cirrus from the cloud top. The cloudiness of such cloud is set to unity at the cloud-top
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layer though its blackness is regarded as 0.5 in the radiation calculation. For details, see
Chapter 13.

7.9 Ice phase parameterization

So far, we have not mentioned ice phase parameterization to avoid complexity. In the
current MRI-GCM-], the effects of ice phase are incorporated in a simple manner described
below.

When the environmental temperature T (z) is less than the critical temperature T
(currently —20°C is assumed), we introduce y defined below instead of h.

y=h+L;qv.=c, T+gz+L; qv (7.88)
where L;=L+L; and L is the latent heat of vaporization per unit mass of water vapor, L, is
the latent heat of fusion, and L; is the latent heat of sublimation.

In the ice phase layer where T(z)< —20°C, y is approximately conserved, while in the
liquid phase layer where T(z)> —20°C, h is approximasely conserved. We assume that phase
change occurs adruptly at the level of T.. Because of the difference between saturation
water vapor pressure on ice and water, excess water vapor sublimates in the layer above. At
the same time, cloud liquid water freezes and releases the latent heat. The temperature
change due to those process at T is

AT=(L:Aq+Li0)/cp (7.89)
where Qb is liquid water content, Aq is difference between the saturated mixing ratio on ice
and on water. In the discrete model, temperature at the integer level T (k) is compared with
Te. If T (k) is less than T, the layer k is assumed to be the ice phase layer and the phase
change is assumed to happen at the bottom of the layer k (4. e., k+1/2 level).

These additional heating in the cloud due to phase change generates vouyancy and makes
cloud work function larger. This means that cloud top is raised when the ice phase is included
in the cumulus parametrizasion. We assume that precipitation from ice phase layer is in ice
phase (i. e., snowfall), and snowfall melts at 0°C level to cool the environment.

Although inclusion of ice phase makes the cumulus parameterization program

complicated, its effect seems to be minor and not so significant.
A7.1 Some results from simulation studies
In this Appendix, we describe the selected results related to cumulus parameterization.

Materials are taken from the forthcoming paper by Tokioka, Kitoh, Yagai and Yamazaki
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Fig. A7.1.1 January mean cumulus precipitation rate (top) and total precipitation rate
‘(middle) simulated by the MRI « GCM-I. The observed precipitation rate for
December, January and February is shown at the bottom. Contours are 1, 2, 5
and 10 mm day~'. Regions greater than 5 mm day~' are shaded and less than
1 mm day™!, dotted. The observed data are from Schutz and Gates (1972).
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(1985) and Kitoh and Tokioka (1985). The simulation is made with the 5-layer tropospheric
version of the MRI-GCM-I with a seasonal cycle.

A7.1.1 Precipitaion

Precipitaion in the model is produced through three processes, namely, large-scale
precipitation, mid-level convection, and cumulus precipitation. Among them, precipitation
caused by mid-level convection is small compared with other two. Figs. A7.1.1a and b show
the cumulus and the total precipitation rates in the model for January. Cumulus
precipitation is mainly produced in the tropical region (20°N-30°S). The cumulus precipitatidn
accounts for most of the total precipitation there. It is also noted that the model favorably
simulates the observed heavy precipitation area (see Fig. A7.1.1c), namely, north equatorial
Pacific ITCZ, band-like area extending from the equatorial Pacific Ocean to the
southeastern Pacific, the area over Indonesia extending to northern Australia, the ITCZ over
equatorical Indian Ocean, the area from central Africa to Madagascar Island, and the area
over Brazil. Although the central Atlantic I'TCZ in the model is not active, precipitation is
maximum there. The simulated amount of precipitation shows relatively good agreement
with the observed amount, although the simulated one is slightly larger than the observed.

The distribution of precipitation rate for July is shown in Fig. A7.1.2. Over the tropical
region, precipitation mainly consists of cumulus preéipitaion. Noticeable observed features
are well simulated by the model. The heavy precipitation area along 10°N latitude over the
African continent, the north Atlantic ITCZ, the area extending from the northern part of
Brazil to the central America, the ITCZ over north equatorial Pacific starting from southeast
Asia, ‘high precipitation band along 5-10°S over south central Pacific, and the monsoon area
over India and Indian Ocean are among them. Though, there are a few deficiencies in the
precipitation of the model. The ITCZ over north central Pacific is broad and extends to too
far north in the model, which corresponds to insufficient southward expansion of subtropical
high pressure over north Pacific. There also are fictitious heavy precipitation area over the
western Arabian Sea and southern Arabian Peninsula.

Cumulus clouds produce heavy precipitation not only over tropical region, but also over
mid-latitude continent in the summer hemisphere. The preicipitation over summer mid
-latitude continent in the model is too high compared with the observation. This may allude
some shortcomings of the model’s ground hydrology and/or cumulus parameterization.

Suarez and Arakawa (1981) showed that the ground wetness and cumulus convection have
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Fig. A7.1.3 Simulated zonal mean cloud base mass flux m,(P,) for January (top) and July

(bottom). Note that the ordinate indicates the cloud top pressure. Contour
interval is 0.2 mb/hour. Values larger than 1 mb/hour are ahaded.
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positive feedback due to enhanced tranfer of moisture through diurnal change of the PBL
depth. Therefore, precipitation over summer continent is very sensitive to the ground
wetness. Most of the cumulus precipitation over mid-latitude continent are caused by shallow
clouds. Hence, the present cumulus parameterization may overestimate precipitation from

shallow clouds.

A7.1.2 Cumulus cloud base mass flux.

Fig. A7.1.3 shows the zonal mean cloud base mass flux for Januaryv and July. Over
tropics, bi-modal mass flux distribution is noticeable, namely the deep clouds, whose top lie
at 300mb, and shallow clouds (~900mb) are predominant. In January the peaks of deep cloud
mass fluxes are located at 5N and 15°S, whereas in July, one péak appears at 10°N. The
shallow cloud dominates over the subtropical region. In July, shallow cloud extends to mid
-latitude (~60°N). As seen in subsection A7.1.1, this mid-latitude shallow cloud is

predominant over the continent and produces excessive amount of precipitation there.

A7.1.3 Comparison with Marshall Islands data.

* Yanai, Chu, Stark and Nitta (1976) analyzed the upper air and surface observation in the
Marshall Islands region from 15 April through 22 July, 1956. They computed the mean
apparent heat source and moisture sink by the budget analysis and estimated the cloud base
mass flux m, as a function of detrainment level by using the spectral cloud ensemble model
similar to the model described in this chapter. Fig. A7.1.4 shows Yanai ef al. ’s estimate and
results of the five-layer MRI-GCM-1 over the corresponding region (average of values at 6
grid points within the square enclosed by 6°N, 10°N, 160°E, and 170°E) for the same season.
The observation clearly shows the dominance of mass fluxes associated with very shallow
and very deep clouds. The model’s calculation shows the similar pattern, but the mass fluxes
are much smaller than the observed ones (note the difference of the vertical resolutions
between observation and simulation). The dominani deep cloud in the model has its top at 300
mb level, whereas the observed one has at 125 mb level. In the observation shallow clouds
have much mass flux than deep clouds, whereas the simulation shows opposite feature. The
observed precipitation rate is 10.1 mm/day and simulated one is 7.2 mm/day which ié 30%
less than the observed.

There might be ambiguity in the observation and large interannual variability of cumulus.

activity over the equatorial Pacific region. However, comparison of simulated results and
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Fig. A7.1.4 The observed (left) and the simulated (right) mean cloud base mass flux m,(P4)
over the Marshall Islands region during the period 15 April through 22 July.
The observed data are taken from Fig. 5 of Yanai ef al. (1976). See text for

details.
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Fig. A7.1.5 The mean apparent heat source Q, (solid), moisture sink Q. (dashed) and
radiational heating rate Qg (thin solid) given by Dopplick (1970) over the
Marshall Islands region. Adopted from Yanai et al. (1976). Simulated results
by the MRI « GCM-I are also shown by corresponding lines with small open
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observation seems to allude the drawback in the cumulus model. The drawback can be seen
more clearly in the apparent heat source Q, and moisture sink Q, (Fig. A7.1.5). Q, in the
model is the rate of temperature change due to cumulus clouds, Q, is the rate of change of
-L q, due to cumulus clouds. Q; and Q, in the model are less than the observed values except
in the lowest layer. For the lowest layer, cumulus clouds in the model make the environment

too dry.

A7.14 Cloudiness

The simulated zonally averaged total cloudiness in July is shown in Fig. A7.1.6, together
with the observed one (Dopplick, 1979). As mentioned in section 7.8, the cloudiness of cumulus
cloud is zero except anvil of cirrus cloud. Fig. A7.1.6 shows that the model underestimates the
cloudiness over tropics. The shallow cloud is responsible for this discrepancy between the
simulation and observation. As far as radiation is concerned, shallow clouds act to cool the

middle and upper troposphere. The Hadley circulation in the model is somewhat weaker than
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Fig. A7.1.6 The solid line shows the latidudial distribution of the zonally averaged total
cloudiness (%) for July. The observed distribution is shown by thin solid line
with crosses and taken from Dopplick (1979).
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observation (Tokioka et al., 1985, Kitoh and Tokioka, 1985). Therefore, magnitude of the
Hadley cell may become stronger by taking into account of shallow cloudiness into the
radiation calculation.

The model simulates the precipitation pattern relatively well. But, there are some
drawbacks in the simulated results such as too much precipitaion over summer extratropic
continent, too much dryness of the low layer in the tropics. The origin of these drawbacks
probablely does not lie soley in the cumulus parametrization. Nevertheles, it is necessary to
seek for the improvement and sophistication of cumulus parameterization for better

simulation by the GCM.

AT7.2 Simple examples of the solution for the mass flux distribution equation

The simple 2nd order equation will be considered to elucidate the character of the mass
flux distribution equation. Cloud type 1 is regarded as deep cloud ensemble and cloud type 2
as shallow cloud ensemble. Without loss of generality, we can assume the diagonal elements
of K matrix are —1.

Example 1.

X2§:

Toudt

RavasaussuRsa;
SREARAEaE nnRl
"

no ciloud

2‘C2 XI

Xi=0
X=2=0

Fig. A7.2.1 Graphical representations of fhe equation (left) and solutions (right) for
example 1. See text for details.
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K= I: —1 —1/2
; —1/2 -1
The graphical representation of the equation for cloud 1 and 2 is shown in Fig. A7.21. A
unique solution is found at the intersection point of two lines. The solution is shown on the
two dimensional forcing C, —C, plane in the right hand side of Fig. A7.2.1. When the forcings
for both clouds are comparable, both clouds can exist. When the forcing for the certain cloud
is negative, such cloud can not exist. In any case, the solution is unique. Fig. A7.2.2 shows the
variation of mass flux x, with forcing C, when C, is fixed. It is seen that the cloud-cloud
interaction has reduced the mass flux when the forcing C, is less than 2 C,.
Example 2.
K=[ -1  1/2 | X,
[—1/2 -1 Xe
In this case K (1, 2) is positive which
means that the cloud 2 affects to enhance 2C.
the cloud 1. The possibility that this type of
situation occurs in the real atmosphere can
not be excluded; In the special i
circumstances, the shallow cloud (cloud 2)

might have an positive effect on the deep

cloud (cloud 1) through the moistening

process of the lower atmosphere at the top

of the shallow cloud. Graphical Fig. A7.2.2 Variations of the solutions with

representation of the equation and the the cloud 1 forcing C, for example
1, provided the cloud 2 forcing C,

is held constant. See text for
same manner as in Fig. A7.2.1. In this case details.

solution are shown in Fig. A7.2.3 in the

even if the forcing for cloud 1 is negative
mass flux of cloud 1 can have non-zero values. The solution for this example is also unique.

Example 3.

K= [ -1 -2
-2 -1
In this case the interactions between two types of clouds are stronger than the self

-interactions. Occurrence of such a situation is unlikely but possible in the GCM due to its
coarse vertical resolution and/or any computational errors. There exist three solutions when
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C,/2<C,;<2C,. (see Fig. A7.2.4). There is no selection rule among three solutions. Fig. A5
shows the variation of x, with C, when C, is fixed. Discontinuity of the solution takes place
at C,/2 and 2C,. Untill C, increases from zero to C,/2, x; reamins zero. When C, is larger than
2C,, x, is C,. Between C,/2 and 2C,, x, can have three values. In this example, there is no
unique solution.

It is of interest to check whether the right solution will be obtaind by the overadjustment
simplex method proposed by Lord et al. (1982). In the overadjustment simplex method, the
solution which minimizes linear objective function Z is searched, over the shaded region in

Fig. A7.2.1, where Z is defined as

zzl_zl | 'EIXK(i, ) x4 | (A7.2.1)
i= j= .

See Lord et al. (1982) for details. It is known that solution should occur at the extreme points
on the boundary of the region. When x,; and x, are positive, the solution given by the

overadjust simplex method agrees with the

A
right solution for examples 1 and 2. For ))((" Case 3
2
example 3, however, the overadjustment
simplex method can choose only one
2C2 |-

solution. Let us consider the simple case

that C,=C,=3. In this case there are three

solutions, namely, (x,, x;) equals to 1) (1,1),
2) (3,0), 3) (0,3). The simplex method
chooses the first solution. Next let us

consider the case that C;,=3, C,=1. The

T TSGR
W\
N

right solution is (3,0). In this case, however,

the overadjustment simplex method
chooses (0,3/2) which is not the solution Fig. A7.25 Same as Fig. A7.2.2 except for
(see Fig. A7.2.5). example 3.
Theorem :
x;+ax,=C; and x,>0 or x,=0 and ax,=C,
bx;+x,=C, and x,>0 or x,=0 and bx; =C, (A7.2.2)
The necessary and sufficient condition for the above equation to have an unique solution is
1-ab=D>0, i. e, det | =K | >0 | (A72.3)

There are four cases for the solution.
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1) X1 =X, :0 then,

0=C, (A7.2.4)

0=C, (A7.2.5)
2) x,=0, x,>0 then,

ax,=C, (A7.2.6)

X, =C, >0 : (A7.2.7)
3) x,>0, x,=0 then,

x,=C; >0 (A7.2.8)

bx, =C, (A7.2.9)
4) x;,>0, x,>0 then,

x,=(C;—aC,;)/D>0 (A7.2.10)

X, =(C;—bC,)/D>0 (A7.2.11)

We will show that these four cases are mutually exclusive provided det | —K | >0.
Proof :
Suppose case 1) holds ;
Then it is clear that case 2) and 3) contradict the case 1).
Suppose 4) holds too.
Then, from (A7.2.3) and (A7.2.10)
C,—aC,>0 then C,>aC,.
From (A7.2.4), 0>aC,.
Then a>0 from (A7.2.5)
From (A7.2.11) C;—bC, >0
Multiply a>0 to the above equation and after slight manipulation, we get
C,—aC,<C, (1—ab)<0
This contradicts the condition (A7.2.10).
Suppose case 2) holds.
Suppose case 3) also holds, then C,>0, C.>0, a>0, b>0.
From (A7.2.6), (A7.2.7), (A7.2.8), and (A7.2.9)
aC,=C,
bC,=C,
Then abC,=bC, =2C,
—(1—ab) C,=0 This lead to a contradiction to (A7.2.3).

Suppose case 4) also holds, then aC,=C,. We can derive the relation
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0=C, —aC, which contradicts (A7.2.10).
We can easily lead the contradiction for case 3) as same as case 2).
Let us check the determinants for the previous examples.
Example 1 : det | —K | =3/4
Example 2 : det | —K | =5/4
Example 3 : det | —K | =—3
Therefore, the examples 1 and 2 have their unique solutions while the example 3 does not.
For the equation of general order, the necessary and sufficient condition to have a unique
solution is that all the small determinants det | —K’ | are positive. But this theorem has not

been proved yet.



8. Planatary boundary layer*

8.1 Introduction

The layer adjacent to the earth’s surface is called the planefary boundary layer (PBL),
where turbulent motions are dominant in redistributing sensible heat, moisture and
momentum in the vertical direction. The atmosphere above the PBL is called the free
atmosphere. We idealize in modeling the PBL that turbulent fluxes are completely absent in
the free atmosphere except in the cumulus ensembles. This simplification introduces the
- exsistence of gaps in physical variables at the top of the PBL.

Variety of informations of the earth’s surface is conveyed to the free atmosphere through
the PBL. Therefore the depth and the structure of the PBL, and thus the turbulent fluxes of
energy and momentum in it are greatly controlled by the surface conditions as well as by
synoptic conditions in the free atmosphere.

The PBL model of the MRI-GCM-I is based on the model by Randall and Arakawa
described in AM and by Randall (1976) with minor changes in several respects. The model
predicts the depth and the mean structure of the PBL by taking account of the interactions
with large-scale circulations as well as with the surface conditions. It also interacts with a
sophisticated parameterization of cumulus convection described in Chapter 7, which is based
on the theory of Arakawa and Schubert (1974). The possible existence of stratus or
stratocumulus clouds within the PBL is also taken account of in the diagnostic determination
of the turbulent fluxes.

Governing equations for the large-scale circulation are described in 8.2. The diagnostic
determination of turbulent fluxes and the entrainment rate at the top of the PBL is given in
8.3. The treatment of the stratus layer is given in 8.4 and the vertical interpolation scheme
and numerical procedures are given in 8.5 and 8.6, respectively. Some examples of the model

performance are shown in the Appendix 8.1.

8.2 Governing equations for the large-scale circulation
The conservation of mass in the o-coordinate system is given by (0.14). Let oz and don

(=1—o03) be the top and the depth of the PBL in &-space respectively. Vertical integration of

% This chapter is prepared by T. Tokioka.
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<
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Boundary<
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Fig. 8.1 Schematical figure of the PBL model in the GCM. The PBL interacts with the free
atmosphere, with the ensemble of cumulus and with the lower surface of the

atmosphere. White arrows show mass flows related to the mass budget of the
PBL.

(0.14) from o =03 to 1 results in the following equation:

%(msamHv + (200 V)—g(E—Mjy)=0 ®.1)
where
E-My=—23% 4 v, « Vo,— o) (8.2)
B g at B B B . '
and
1
vm—m O_Bvdo‘

The right hand side of (8.2) indicates the net downward mass flux across the PBL top, and
the term is decomposed into two parts, 7. e. E and My, for the later convenience. E is the rate
at which mass is entrained into the PBL from the free atmosphere, and My is the rate at
which mass is lost from the PBL into the cumulus cloud ensembles (see Fig. 8.1). If we
integrate (0.14) from the level just above the PBL 6=6y, to 6= 03, then we get

ZAV+V o5 —0)=0 (8.3)
where Ay indicates a gap in the quantity v -at the PBL top.

The diabatic term zQ in the thermodynamic equation (0.26) is expressed as
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Q=g 2 (Fs+R)+n(LC+Qs) 8.

where Fs is the upward turbulent flux of sensible heat; R, the net upward flux of radiation;
and C is the net condensation rate due to processes other than cumulus convection. The
heating due to a possible ensemble of cumulus clouds is expressed as Qs. If we integrate (0.

28) from o=o0%; to o=o0s, we get

O+

(Fs)B—AR+lg’ " LC do+Ec,AT=0 (8.5)
where use has been made of (8.2) and (8.3), and the following assumption
O O a
7 [" Qudo=—g [ M22do=gMyc,AT

Mj; is the cumulus ensemble mass flux at o=o03, and s indicates dry static energy, ¢, T+ ¢.
The second and the third terms of (8.5) are zero except when the upper portion of the PBL
is filled with stratus (cloud-topped PBL).

In a non-precipitable moist process, both moist static energy h (=s+Lq) and total water
substance qw (=q+ /), where [ is the mixing ratio of liquid water, are conserved. By analogy
with (8.5), we have

(Fu)s —AR+EAh=0 (8.6)

and k

(Faw)s +EAqw=0 (8.7
where (F,)s and (Fq.)s are the vertical turbulent fluxes of h and gy at the PBL top. From (8.
5), (8.6) and (8.7), we get

—g f :LCda:L[(Fz)B—Elg] 8.8)

where (F,)s is the vertical turbulent flux of / at o= os.

In a similar way, we obtain
z f ::LCdo*=LFm+ 8.9)

where oc; indicate the positions immediately above and below the stratus cloud base.
From the momentum equations, we obtain
(Fu)s +EAv=0 (8.10)
where (F,)s indicates vertical flux vector of horizontal momentum at ¢ =cs.

Here we introduce a new coordinate ¢’ =o¢—os. The PBL top is just ¢'=0 in this
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coordinate. With use of the relation

oy _ 90, D | |
(2)=(Z)—322 (8.11)

where & is either time or horizontal coordinate, we can rewrite thermodynamic equation (0.
26), conservation equation of total water substance (0.28) and momentum equation (0.23).

From those equations, we can derive following jump equations:

szagtT _Cp[Ml+g(E MB)A( Y]+ A[(apuv.va)a]

+g[A ‘a—o-")— ]+7ZA(LC+Q5) (8.12)
2220 Ay, )~ gE—Mo)A (F2) — [ (ZL) +g (8qu) )] 613)
—a%_ —V[2v-Vov] —gE—Msp)A ('g—;_,) —zAaVps

— [ fkxAv+

(8.14)

where r is the downward flux of water substance due to precipitation.

In deriving (8.12), use has been made of

apB

@p +VB-VpB+g(E M ) &JBt_AV'VpB

It is pointed out that the balance between the term zA« V ps and zfkxAv in (8.14) may be
understood as an extention of Margules’ relation to the wind and density discontinuities at

the PBL top.

8.3 Diagnostic determination of the entrainment rate at the top of the PBL and of

turbulent fluxes

Turbulent kinetic energy equation in the planetary boundary layer may be written as

dg® , @ _,,p ov
A () =gyt e (8.15)

where @ is turbulent kinetic energy density, w is vertical velocity, 7 is stress (=pVW), p is
density, ¢ is the dissipation rate of turbulent kinetic energy, and s, is the virtual dry static
energy (=s+ €L (0.6lq—{), € =¢,T/L). Dash is an indicator of turbulent quantity and a
superior bar is an average operation. In deriving (8.15), turbulence is assumed to be

homogeneous in the horizontal direction.
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We integrate (8.15) from the surface (z=0) to the top of the PBL (z=2z). Then the left
hand side of (8.15) may be approximated as

Dan?
PZe St +pEqn® v (8.16)

where

D_»o
ﬁ—*a—t-l- Vm*V
The subscript “m” indicates that the value is a representative value in the PBL.

The first term on the r.h.s. of (8.15) is the generation of turbulent kinetic energy by the
vertical wind shear, which is considered to be large both near the surface and the PBL top
where the vertical wind shear is usually large. Therefore we introduce the following

approximation,
f:po}—j-%dz=a1pu*3+azp | Av |3 8.17)

where ux is the friction velocity. a, and a, are constants yet undetermined.
The second term on the r.h.s. of (8.15) is the generation of the turbulent kinetic energy
due to buoyancy flux. The buoyancy flux, based on its definition, is related to the turbulent

flux of h and qy as follows: ,
{(1+0.61c'1)w’h’—(1—0.61%-|—0.61(1)Lw’qw’ : outside clouds

0.61g—7
(a+7735

w'sy = — ——
v Ywh' —elw'qy : inside clouds

where
h=s+Lq
Qw=q+!
sy=s+ € L(0.61q—) (8.18)
a=(1+1.61ye)/(1+y)

L /aq*
r=c (5T
e=c, To/L

q* : saturation mixing ratio of water vapour

Here, we introduce the following aSsumption:
Turbulent fluxes within the PBL tend to mix moist static energy h and the mixing
ratio of total water substance qu, i.e. the turbulent flux profile of both h and qy is

linear with height in the PBL.
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Then we have a similar result to the one obtained by Deardorff (1976),

f pEws dz= (% ® (A—pEB) (8.19)

where
A=p(Fy)s AR — s L(Fa)s
B :ﬂzAh_mLA(lw

1 1, 06lg—I ]

=51 +0.610) + e+ 1fy L_1_061g)1— &)
1 1, 061q—T ]

e =L+ 0.610) + glar+22 fy L1 0619)1—&?

,‘3:%(11;0.61@—0.61@)%(@— 1—0.61+0.618)(1— &)

" :%(1+0.61c‘1—0.61&)—|-%(é—1~0.61q+0.613)(1— £2)

§=12c/2s

z. . height of the strafus cloud base
(F.)s and (Fqw)s mean F,, and Fq, at the surface. From (8.16), (8.17), (8.18) and (8.19), we obtain
the following budget equation of turbulent kinetic energy in the PBL,

pEqun?=apusl+a,p | Av | 3+%(A—pBE)~p (6—{—qu )ZB (8.20)

Fig. 8.2 schematically summarizes the above relation. The last term in (8.20) may be

proportional to the energy generation terms. Thus we assume

P (cH—D )zg—aspu* +a.p | Av | 3+a5gz‘3Max(A, 0)+pdozs (8.21)

with adding possible background dissipation rate J, as suggested by Kim (1976). The term A
may be negative, especially at night. As negative A means the destruction of turbulent kinetic
energy, we set the term zero in that case. We introduce the representative turbulent kinetic
energy 4m? within the PBL in deriving (8.20). We assume, following Randall (1976), that qn?
is a linear combination of u «?, the representative value of the purely dynamical boundary

layer, and w2, the representative value of the thermodynamical boundary layer defined by
3 _ g Zn 7 7
wi=max (0, §vf0 w’s,’dz), (8.22)

ie.,
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Fig. 8.2 Schematical figure of turbulent kinetic energy budget of the PBL. See text for

details.

Table 8.1 Entrainment velocity experimentary determined under different situations.

Case

Entrainment Velocity

Investigator

Very Unstable PBL

With Strong Inversion

E=0.2F,(0)/pAsy

Betts (1973) and others

Very Unstable PBL
With Weak Inversion

Deardorff (1974)

Stable PBL o7

E=25u+*/285As, Kato and Phillips (1969)
With Strong Inversion Sy
Stable PBL

E=0.28ux Lundgren and Wang (1973)
With Weak Inversion
Stable PBL

With Strong Wind Gap

and Strong Inversion

E=0.001| AV | 3/%Z£Asv

Stull (1976)

— 103 —




Tech. Rep. Meteorol. Res. Inst. No. 13 1984

Om®=bW2+byus?. (8.23)
where b, and b, are yet undetermined constants. In the daytime, wi? is usually larger than
us? i.e.qn’=b,w4*.While in the night time,qn*=b,u«? because usually w«?=0. If we substitute
the assumptions (8.21) and (8.23) into (8.20), the resultant equation has five constants yet
undetermined, a, —as;, a,—a,, as, b, and b,. These constants can be determined based on
observations and laboratory and numerical experiments. Table 8.1 summarizes studies,
adopted for determining those constants. The resulting equation is expressed as

2BZBA 2w, ?+2.5u.°+0.001 | AV | °—28,2s

g=P% (8.24)

2%B+1.85w*2+8.92u*2
Currently the terms proportional to | Av | ® and the background dissipation are dropped,

because both terms still include some numerical uncertainties.

Turbulent fluxes at the surface are given by the bulk method based on similarity theory
of turbulence in the surface layer. Many workers (Businger et al., 1971 ; Yamada, 1976, efc.)
have now shown that the bulk method is extended to include outer boundary layer. In the
latter bulk method, the surface fluxes may be written,

(F)s=5 | ¥m | CuColsg—sm) .

(Fo)s=8p | v | CuCola*(Te) —qwm) (8.25)

| 7| =pCo® | Vm | 2=pus?
sg is the dry static energy of the earth’s surface, 8 is én efficiency factor of evaporation and
is a function of ground wetness (see Chapter 10), Cy and C; are transfer coefficients of heat
and momentum. s, and Qun are the representativé values of s and q, within the PBL, and not
the values at the surface. As for Cy and C,, Deardorff’s value (1972) shown in Fig. 8.3 is
adopted. They depend both on the bulk Richardson’s number Rig and the depth of the PBL

normalized by the surface roughness length z, (see (10.1)). Rip is given by

. 828(Sve—Svm)e
RIB'_ Cst ‘ Vi | 2 (826)

(svg—Svm)e indicates effective difference of virtual static energy to estimate buoyancy flux

Fs+ e L (0.61Fq—F,) : outside clouds
Fs, = _ (8.27)
(1+y)aFs—eL Fq, : within clouds
and is given by
(s¢—sm)+0.61e8 L(q*s—Qwm) : outside clouds
(Svg—Svm)e = . (8.28)
(I+7) (s¢—sm)—e€f L(q*s—qwm)  : inside clouds

When the depth of the PBL increases, there may be more than one GCM layers in the

— 104 —



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

60 :

0,10 T =
*" @-2./24

0.08

\\

0.06 \

0.04

0.02

P
—~

-‘\

[ —

. A
7

T 1
0.10|-N9 *(Zy-2, V2,

0.08 \

0.06

0.04

0.02 I~ \

Fig. 8.3 Transfer coefficients C, and Cy currently adopted. (Deardorff, 1972) Abscissa is
the bulk Richardson number given by (8.26). Parameters are the depth of the PBL
normalized with roughness length z,.

PBL. In order to assure the fluxes of h, q, and v to be in the down-gradient direction,

additional fluxes are added besides the linear vertical profile terms, i. e.,

Fuo =(Fn)s+((Fn)s— (Fu)s) 66_563 L glo—a)l-0)oh

oo’ op
— —05)(1—0)3qw
Faw=(Fau)a-+ (Fan)e— Fanls) S5 2+ KT =) =100 (829)
_ oc— 08 (6—0s) 1—0) OV
Fy=F)s+(Fy)s—(Fv)a) =51 Knm So? ap

K=Km=18 kg?m3s~? is currently adopted.
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8.4 Stratus layer

We describe here a diagnostic determination of the stratus layer and its stability.
Vertical profiles of the mixing ratio of total water substance qy is determined in a similar
manner as is described in 8.5. At first, saturation condition is checked at o=os. If qu(os)>
q*(os, Th), then stratus is assumed within the PBL. The mixing ratio of liquid water at o=
ag, I, is then determined. Secondly, the cloud base is determined based on the known
distribution of T(¢) and qw(0).

When the PBL is capped with stratus, thé stability of the stratus layer against the
entrainment should be checked, because very dry air parcel entrained from above into the
stratus may suffer negative buoyancy due to cooling and moistening through evaporation
from the stratus.

When the PBL is cloud-free, the buoyancy gap at the top of the PBL, As,, and the
buoyancy flux there are »

As,=Ah—(1—-0.61¢)LAqgy : (8.30)
(Fsy)s=—EAs, ’ (8.31)
If As, is negative, (Fsy)s is positive and the rapid' growth of the PBL depth may result. If
As, <0 happens in the model, the PBL is renewed, currently, to the shallowest possible
condition with no gaps in physical variables at its top. bmb is assigned as the shallowest
possible depth of the PBL.

For a cloud-topped PBL, the stability condition becomes complicated because the
evaporation of cloud must be considered in the stability analysis. As, and (Fs,)s in a cloud-
topped case are

As,=Ah—(1—16le)LAg—eLAqy - ~ (8.32)
(Fsy)s=a(Fu)s —eL(Fqu)s = —E(aeAh—eLAgw)+aAR (8.33)
where use has been made of (8.6) and (8.7). (8.33) is transformed into
(Fsv)s=—E(Asy —(Asy)erit) + @ AR
} (8.33)*

. 1-1.61
(B o= T3 L (07— )

where use has been made of the relation
N 1
Lag=LAq"~L(as —as) =7 [yAh—L(g§ —qs)]

(8.33)* shows that (Asy)eric is positive and is a measure of the relative humidity of the air
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above the stratus layer. When As, <(As, ), entrainment tends to make (Fs,)s positive. This
helps to supply turbulent energy to the entrained air, causing.large entrainment, rapid
vertical mixing and evaporation of the layer cloud. This type of stability was pointed out first
by Arakawa (1975) as the cause of transition from the stratus regime into the cumulus regime,
and the criterion explained above was derived by Randall (19805 and Deardorff (1980).
Currently, when As, <(Asy)u: occurs in the model, the PBL is renewed to the shallowest
possible condition with no gaps in physical variables at its top.

AR is a gap in the net upward radiative flux at the PBL top. When cloud is free, AR=
0. While stratus clouds occupy the upper portion of the PBL,

AR =55+Min (1., Dstratus/12.5) (W/m?)

is assumed. SPgraws 18 the depth of the stratus layer in mb.

8.5 Vertical structure of the PBL model and the interpolation scheme

Fig. 8.4 illustrates the vertical

structure of the discrete model. Let KB be ka1
Pe——————- Soe, E layer
the vertical index of the GCM layer which Ks ~TTTTh o
. .Bo» P layer
~ contains the PBL top at each grid point, at Pe Joat+]’

each time step. The layer KB is divided y,4p——____ ‘z/ , PBL
into two sublayers; layer P lies between

oc=03 and o=ockss:, while layer E lies

) Fig. 8.4 Vertical indices related to the PBL.
between ¢=o0xs_; and o=cs-. The depths &

of these layers are do, and dog, respectively.

Let ¢ be u, v, T or q,. We define a(k: odd), ¥» and vy as;

Ok+1 1 OkB+1 1 Oh+
=g [ wdo, o= [T o, =g [ wdo 839
Then it follows that
66KB'¢]{B: 66'510‘E+(5\0‘p¢‘p (835)
and
K
= 3.36
0Gn ¥m 66p10p+k:%3+266k1/4( ) (8.36)

¥e, ¥» and Yxe may be significantly different from each other as A+ is not equal to zero in
general. There may be three candidates for a prognostic variable of the PBL, i.e., ¥, (or ¥x),

¥ and Ay However, y, is not suitable as a direct prognostic variable because the PBL top
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may move from one GCM layer to the other from one time to the next. The prediction of yYm
might cause numerical troubles in determining ¢, when do,—0 (see (8.36)). Thus we have
chosen Ay as a prognostic variable.
In the following, we derive a méthod of determining ¥, and ¢ from Ay and yx. First
we let ¥ be
Yo =IaA ¢ + 2Lt (8.37)
(8.37) is transformed, with use of (8.35), into

Yo —yYs=Levp+Leve+ 2 Lith
: k+KB
where

L= _Il[lm(i— £)—1]

A

(8.38)
LE = —lIKBg
Ia
L= ——15 (k#KB)
I ,
g: 66}3/60‘}(3

In order to determine L, we have to specify extrapolation form for - and ¥s. We introduce
here a new variable

V=1yph (8.39)
so that the variation of ¥ with respect to pressure is much less than that of . ¥g- may be
extrapolated as

Vg =W + (Ve —¥ke_2)00% / (S0t + Ooks-2) (8.40)
and g+ is given by

Yo = {14 002/ (80: + 00xa-2)} (2%) B+ Y — 005/ (60 + Otic-a)- (52) foros (B41)

Bz is determined by
Br-=| B+ Bs | %. sign(Be") (8.42)

where

Be+ = 10(Yxs-2/Yxs)/1n(Ds_2/Dxs) (8.43)

and B is a standard value currently specified as
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0.16 for v=T
Bs= 3 3.20 for Y =qw (8.44)
0.0 for Y=uorv
sign (Bs+) is an operation to take the same sign as Jg-.
V¥ may be extrapolated as
Ve {(‘Ifxs+z—‘Pp)c?ap/(66KB+2+aop) KB<K 6.45)
0 KB=K
thus
- { [1+ 03/ (86icss+803)] (D) A4hp — 00/ (Gkcass +900) (2%) s KB<K

T (Re)ay, KB=K
()" (8.46)

When KB<K, 8; in (8.46) is determined by (8.42) but with s+ replaced by
B =1n(Yxa/ Yxe+2)/1n(Dxs/Dker2) (8.47)
When KB=K, and the PBL is thermally stable ((F,)s<0), we assume gz=/S. When KB=K
and (Fun)s>0, ,
R/co for ¢ =T, unsaturated

Bs={ R/co/(1+y) for =T, saturated (8.48)
0 for %:q, u v

The comparison of (8.38) with (8.41) and (8.46) gives us:

L ={1+60;/(d0% + 00ka-2)} (%) BB
LKB—Z =1- LE
0 KB=K (8.49)
Lp = — (%) Be —
P DPs
(g) 80p/(80kp+2 + 00y) KB<K
Lkpse=—1-L;

As I, Ikg and I, (k#KB) are
la=—&/(Le(l—8)—L,4)
Ixg=Le/(Le(1—&)—Ls&) ' (8.50)
L=&L«/(Le1—&)—Ly8)
¥ is determined with the help of (8.37) and (8.49). ¥ is now obtained from (8.41), or
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Ye=erA Y+ e

where .
ea=(1-8)/(Le(1—§)—L:8)

s =—Lp/(Le(1—&)—L,8)
a=—L(1-8)/(Le(l—§)—L,4)

8.6 Numerical procedures

(8.51)

Numerical procedures of the PBL processes are summarized in this section. The depth
of the PBL is predicted with (8.1), where E is given by (8.24) and Mj is given by the cumulus
model described in Chapter 7. The discretized form of the horizontal mass flux convergence
within the PBL is identical to the one described in Chapter 6 (see Eq.(6.29)) with q replaced
by dom and with the interpolation (6.30) and (6.31) for am,;,j replaced by

(85ia16s =3[ (BN + (B0} ] (852)

Gaps at the PBL top of temperature, total water substance and momentum are predicted
by (8.12), (8.13) and (8.14), respectively. Currently underlined terms in those equations are
neglected for simplicity. The time change of the momentum gap is calculated at the z-point
where thermodynamic variables are defined (see Fig. 4.1). As u and v are defined on the
staggered grids, the time change of the momentum gap at the u and v points are

interpolated simply as

(aAU) i+%.i— 2[(8Au)n aAu l+1,j:|

(29AV)”+/2 2[(8Av)“ 8Av)“+1]

In evaluating a gap in the vertical gradient of v, 7. e., A (g—'ﬁ ), the extrapolation scheme

introduced in 8.5 is followed, 7. e.,
ov 1
Wy =z[a (S5 +3069)] (8.53)

where 0¥ /9p is given by (8.40) and (8.45).
The vertical gradient of the vertical flux of ¢ at the PBL top, i.e. (9F v/90)s is
evaluated by (8.29) where 2y-/9p is estimated in the way stated in section 8.5 and the fluxes
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both at the surface and the PBL top are determined as described in the last part of this

section.

In determining the entrainment rate E,
turbulent flux profiles are required. While,
the profiles of the turbulent fluxes depend
on E. Therefore both E and turbulent flux
profiles are determined by iteration. The
process is schematically shown in Fig. 8.5.
After determining transfer coefficients C,
and C, in terms of Riz and the normalized
depth of the PBL, the turbulent fluxes at
the surface are given by (8.25). By giving
the first guess of turbulent fluxes at the
PBL top, the entrainment velocity is
determined by (8.24). After this, turbulent
fluxes at the PBL top are evaluated with
the use of (8.6), (8.7) and (8.10). w* defined
by (8.22) is calculated with the new profiles
of turbulent fluxes given by (8.29).
Convergence of the iteration is checked
with the value of w*. Currently the number
of iteration is allowed up to 10.

In the following, numerical procedure

of determining turbulent fluxes are given

l

i CHECK STRATUS l

IJ)ETERMlNE Co, C'Ll

GUESS TURBULENT
FLUXES (F)

ITER=ITER + |

ENTRAINMENT
VELOCITY (E)

y

LR ECALCULATE F l

CONVERGENCE NO

OF Ww¥*

-

RENEW F BY BACKWARD
IMPLICIT DIFFERENCING

PREDICT GAPS

Fig. 85 Flow diagram of predicting gaps at

the PBL top.

based on backward implicit differencing (Randall, 1976). The need for this is to avoid linear

computational instability in the course of rapid growth of gaps. Thermal energy fluxes are

given by (8.6), (8.7) and (8.25). The first relation of (8.25) may be rewritten in terms of

turbulent energy flux of moist static energy as follows;

(Fu)s= Ms (Fo)s+ Ms L(Faw)s

= s V(8¢ —Sm) + s LBV (Qs — Qum) (8.54)

where
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(1+ s : saturated (fog)
/_l =
? 1 : otherwise
0 : saturated (fog)
He= :
° : otherwise

and V=5 |vy |Co Cu. 7 is yzc% (%l,f) » at the surface. Let 7 be the time step with the time

interval Aty (see Fig. 5.1). Then (8.54), (8.25), (8.6) and (8.7) may be expressed as follows:
Fo)i'=Fn) & +Vims[co(T;' =T ;)= (s —s2)]

+usBL(qg "~z ) — (@ — Qi) ]} (8.55)
(Faw)i"'=(Faw) { +8V[(ay " —a; ") (a5 — a5m)] (8.56)
(Fu);*'= —EAh*+1+ AR =(F,) § —E(Ah*+!—Ah7)+(AR**1—AR") (8.57)
(Faw)i"' =(Faqw) § —E(Aqi"' —Aq ) (8.58)

(8.55) ~ (8.58) are closed by introducing

cl_r —_ EAL
si—sh -Tiym—)"m[(Fs)é“—(Fs 5]

_ 8At
*m*;m[i{ (Fu): ™ — ss(Fau)T ' b — s (Fu)5  + s L(F Q)5+ | (8.59)

e(T7H =T [ )=~ (F); "' ~R,~4o(T [ (T;" T )45 +HT] (860

gAtd

bt Abr= = —h )= — s Sl F) - FDET (8.61)
A 1+1_A T __( 7+l __ 7 y— _g_AtL_ 7+1 7+1
Qyw qQw = Qwm q“'m) - n(d\o-m)'ﬂrl ]:(qu)s - (qu)B ] (8.62)

where

1

T : saturated (stratus)

M7=
1 : otherwise
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_ 0 ‘ : saturated (stratus)
o : otherwise

mdon is the depth of the PBL. (8.60) is derived from (10.10) and (10.11). C is the bulk heat
capacity of the ground surface, R, is the net upward flux of terrestrial radiation, S, is the
solar radiation absorbed at the ground surface, and H; is the upward heat conduction within
the ground. With the help of (8.59)~(8.62), (8.55)~(8.58) are solved for (F)7*!, (Fy)5™!,(Fqu):"!
and (qu)g“.» These fluxes are used for the prediction of gaps.

Momentum fluxes are renewed in a similar way. From the third equation of (8.25) and

(8.10), we get

. . Aty o
FOF™=(F0) § =SSV ) — ()5 (8.63)
and
. ., gAL
(FOE=(F) § + g SB[ — (F)5] (8.64)

where V=5 | vm | C3. (F,)7*! and (F,)5*! are obtained from (8.63) and (8.64).

A 8.1 Some examples of the PBL model performance

Some examples of time evolutions of the planetary boundary layer are shown in this
appendix. All the examples are taken from the January simulation with the 5 layer
tropospheric model. Data are sampled at four locations for two days. The locations are:

o, 22°N)---(This point is identified as “Sahara”),

(45°E, 80°S)---(This point is identified as “Mizuho”),

(180°, 6°N)---(This point is identified as “Equatorial Pacific”),

(95°E, 34°N)---(This point is identified as “Himalaya”).

Fig. A8.1.1 (a) and (b) show time evolutions of the PBL at Sahafa. (dp)s indicates the
depth of the PBL in mb, us; the friction velocity in m/s, | v | ; the mean wind speed within
the PBL in m/s, (Fy)s; the turbulent moist static energy flux at the surface in W/m?, T;
surface air temperature in K, T; ground surface temperature in K, S,; the net downward flux

of the solar radiation at the surface in W/m?, Ry; the net upward flux of the terrestrial
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Fig. A81.1 Time change of variables related to the PBL at the grid point (0°, 22°N)
identified as “Sahara”. Data are taken from a January simulation with 5L
-GCM.
(a) (op)s is the depth of the PBL in mb ; (Fy)s, upward turbulent flux of moist
static energy at the surface ; u«, friction velocity ; | v |, mean wind
velocity in the PBL.

(b) S¢ is the solar flux absorbed at the surface ; R, the net upward flux

of terrestrial radiation at the surface ; T, the surface air temperature ;
T, the ground surface temperature.

—114 —



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

(Fu)s [

L JANUARY

o
s00|Pocococo00000

w/m? | mb

MIZUHO ILON=|0 JLAT=6 -
©0000000000000000000000000000000
33235330633323325063338388338323888300lthen

000 0o 1oz

D2

00000000 ©0000000000000000 3
2999993, 0000000000000 cLo3
000000000000 0000000000000000000 00O Jctos
u* [vi
m/s|m/s

[]
500228000 00000000

(Fnds|"

- JANUARY Mz
o

w/m? "K

250

Q000000000
0000000

-250
[o]

Fig. A8.1.2 Same as in Fig. A8.1.1 but for the grid point (45°E, 80°S) identified as
“Mizuho”. White circles in the upper part of the figure show the
incidence of stratus, snow and large-scale clouds at each level. CLD5,
for example, indicates clouds in the lowest (5th) level. Hatched area

(b)

show the stratus layer.
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radiation at the surface in W/m?2. A simple diurnal variation is seen in every field in Fig. A8.
1.1. About 2 hours after sunrise, (F,)s changes its sign from negative to positive. The rapid
deepening of the PBL immediately follows the change. There is a sudden decrease of the PBL
depth at the sunset. This is caused by the change of the sign of A in (8.19). It is interesting
to note that the maximum T occurs immediately before the sunset at this point.

Mizuho point is located in the Antarctica. The elevation is 1840m and the surface is
covered with snow. Fig. A8.1.2 (a) and (b) show the time evolutions. Notations are the same
as those used in Fig. A8.1.1. At the third (middle) and the fifth (lowest) levels exist clouds due
to large scale condensation (see Chapter 9 and 13) most of the time. We can confirm that the
increase in the net upward flux of the terrestrial radiation at the surface closely follows the
disappearance of the lowest cloud. Around t=10hr of the first day, the surface air
temperature starts to decrease probably due to large scale advection. The depth of the PBL
starts to increase with the decrease of Ts, and the stratus is diagnosed within the PBL.
Towards the end of the second day, the PBL depth decreases with the increase of Ts.

Fig. A8.1.3 (a) and (b) show the evolution at Equatorial Pacific. As the sea surface
temperature (T,) is almost constant and as no clouds appear during this period, Re is almost
constant. It is commented that the variations of R and S do not directly influence the PBL
over the ocean, because the sea surface temperature is given as external data in the present
model. Roughly constant (F,)s maintains the quasi-steady PBL. The positive (Fh)s' is
exclusively due to the upward water vapor flux as T, is less than T..

Fig. A8.1.4 (a) and (b) show the PBL evolution at Himalaya. This point is characterized
with the high elevation (4329m). The surface is covered with snow. Therefore the maximum
Se is only as much as 100 W/m?. R, exceeds S, even during the daytime on the first day. The
energy loss of the ground surface through radiation is compensated by negative (F)s.
Although friction velocity is relatively large, probably reflecting the high elevation, it is not
enough to maintain thick PBL. During the last 9 hours of this period, the lowest level is
covered with cloud. Corresponding to this change, Ry decreases and changes its sign. There
is also a net downward flux of solar radiation. Thus a rapid increase of the ground surface
temperature occurs, causing the sign change of (Fy)s.

. Fig. A8.15 and A81.6 show global distributions of the PBL depth and the stratus
incidence averaged over July. Shaded area in Fig. A8.1.5 shows the area where the depth is
over 150 mb. Deep PBL exists over oceans, especially in the southern hemisphere around 30°

S-60°S zone. It is difficult to verify present results against observations. Global features are
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Fig. A8.1.3 Same as in Fig. A8.1.1 but for the grid point (180°, 6°N) identified as
“Equatorial Pacific”.
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Fig. A8.1.4 Same as in Fig. A8.1.1 and Fig. A8.1.2 but for the grid point (95°E, 34°
N) identified as “Himalaya”.
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5-LAYER ELGBAL MODEL.

8} 30 60 90 120 150 180 150 120 90 60 30
LONGITUDE

Fig. A8.1.5: : Global distribution of monthly mean depth of the PBL for July (unit:
mb). The area where the depth is over 150mb is shaded.
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Fig. A8.1.6 : Global distribution of monthly mean stratus incidence for July in %.
The area over 60% is shaded.
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similar to the simulated results by Suarez, Arakawa and Randall (1983), although the PBL
depth of the present model is almost twice as thick. as that reported by Suarez ef al.(1983).

Frequency of stratus incidence shown in Fig. A8.1.6 is high off the west coast of North
America, South America, South Africa and North Africa. Shades indicate the acea where
stratus occurs with the chance of 60% or more. Stratus incidence is-also high over the Arctic
Ocean as well as over the Antarctic Ocean. These areas correspond to the observed maxima
of stratocumulﬁs clouds, although further qualitative comparison has not been made. High
stratus incidence over southern Africa has no counterpart in the observation. It is mentioned

that this high incidence has a close connection to the wet ground surface condition there.
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9. Convective adjustment and condensation*

Latent heat is released within the
model atmosphere in three different ways.
They are (1) precipitation due to large-
scale

condensation, (2) ~cumulus

precipitation and (3) middle level
convective precipitation. Description about
the second process is given in Chapter 7.
The remaining two are described in this
chapter.

In the model, adjustment processes are
taken into consideration in the following
order. First, dry convective adjustment;

second, moist convective adjustment

(except for penetrative cumulus
convection); third, large-scale
condensation; and finally, penetrative

cumulus convection. The flow diagram is
shown in Fig. 9.1. In their definitions,
“penetrative cumulus convection” means a
convection which has its origin in the
planetary boundary layer (PBL); “middle
level convection”, a convection which has
its origin in the free atmosphere. “Large-
scale condensation” means the
condensation associated with é
supersaturation at the grid point. “Dry
convective adjustment” occurs when the

air becomes unstable dry statically. This

<D
L ITER=0 ‘l

———

ITER=ITER+1

DRY CONVECTIVE
ADJUSTMENT

YES

MIDDLE LEVEL
CONVECTION

!

LARGE SCALE
PRECIPITATION

YES

MIDDLEor LARGE

4

PENETRATIVE
CUMULUS
CONVECTION

y
‘ RETURN ,

Fig. 9.1 Flow diagram of convective
adjustment.

% This chapter is prepared by A. Kitoh: Forecast Research Division
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process does not accompany any condensation.

9.1 Some definitions of variables

The definition of vertical layers in this

k-1 even level
K mmm e e odd ,eve,} layer k chapter is found in Fig. 9.2. T, q and z are

k+l temperature, the water vapor mixing ratio,
and the geopotential height. We define the
following environmental variables at level

KN—| m———— -
KN PN
........................... PE } E layer Dry static energy
KB —————— e layer KB

Moist static energy

PB sc=cp Ty +82:; 9.1

PBL
h,=s,+Lqs; 9.2)

Staturation moist static energy
Fig. 9.2 Vertical indices. r=sc+Lai; (9.3)
Cloud dry static energy at the

vanishing buoyancy level

LEké\

SES T a0

(af—au); 9.4)

Cloud moist static energy at the vanishing buoyancy level

he=h —1EBI288 (g, ©.5)
¢, is the specific heat at constant pressure, g is the accerelation of gravity, L is the latent heat
of condensation, * is the saturated value, * is the even level value, yzc—I; %91—?) , € :CiTand
d=0.609.
The saturation mixing ratio is given by
q*(T) :%:—“ . p—i% 9.6)

where M,, and My are the mean molecular weight of water vapor and dry air, respectively
(M¥/Mg=0.622), and p is the pressure. The saturation vapor pressure e, is given by Teter’

s equation

at
es(T) =e 1057, 9.7
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where t=T—273.1 is the temperature in Celsius, a=7.5, b=237.3, and e, (=6.11mb) is the

vapor pressure at T=273.1K. The saturation mixing ratio gradient is given by

29" _p a*(Ty)
(aT)T:TV_Be TV2 ’

using the another approximate relation

es(T) =eexp(A.—B./T),

where e;= 1 mb, A.=21.656, and B. =5417.98K.

We define E-layer as the layer located
between the top of the PBL and the upber
boundary of the layer KB. We define s and
h in the E-layer as sz and h; in the same

manner.

9.2 Dry convective adjustment

If the model atmosphere is found to be
dry-adiabatically unstable after the
advective process, i.e.,

6. < 6, for any odd k, (9.10)
subgrid scale dry convection is assumed to
occur, bringing the layer back to a dry
adiabatic lapse rate. This adjustment is
done between adjacent two layers in the
order of increasing k. If the condition (9.10)
is satisfied in more than two layers in
contact, we adjust those layers collectively.
See Fig. 9.3.

In adjusting layers from k=KBEGIN
to k=KEND, the new temperatures T} are
determined in the following way:

KEND
3 TillkAox=
k=KBEGIN

KEND
3 TylkAg, (9.11)

k=KBEGIN

©.8)
(9.9
NEXT LAYER
NO

YES

BRING LAPSE RATE
BACK TO DRY ADIABAT

BY MODIFYING T

YES
RETURN
Fig. 9.3 Flow diagram of dry convective
adjustment.
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4 7 ’
OxBeGIN = OxBEGIN+ 2 = "** = OKEND

(9.12)

where 3’ is the summation over odd k’s only. Primed variables indicate those after

adjustment. Using the definition of 4,
Gc=Ty (p) ~* 9.13)
, (9.11) and (9.12), adjusted potential

temperature 6h.w is given by

KEND

kzx%EGIN (p) Tl A i 9.14)

Then,

Ti= bhew(p)* for KBEGIN<k<
KEND. : (9.15)

9.3 Middle level convection

In this section moist convective
adjustment which has a root in the free
atmosphere is treated. The flow chart is
shown in Fig. 9.4. The moist convective

adjustment occurs whenever either

hiss > b, (9.16)
for any odd k (<K—2) or
he > hinos. (9.17)

The moist static energy of a saturated

non-buoyant air parcel is given by

- L
fz=h; L 1117;2&3“6(@—(1.‘).

9.18)

If hy,.>h#, an air parcel rising from the
lower level will have positive buoyancy at

the upper level k. At present we

NEXT LAYER

NO

YES

hk+2— hk REDUCES
TO ZERO

MODIFYING T,q,S

PRECIPITATION
OCCURS

NO

RETURN

Fig. 94 Flow diagram of middle level
convection.
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approximate h# by h#, so when hf<h,,, for any odd k (<K— 2), we assume that moist
convection occurs in such a way as to reduce hy,»—h} to zero.
The mixing ratio of cloud air which detrains at the upper level is given by
Yk 1
(Qede=qi+ iT’yk . r(hmz—hﬁ) (9.19)
If (ge)k > Qi 2, we adjust (Qelx tO Qrsz-

The moisture budget for the two layers are

A a
PxOdyx _ 7 [(QC) q 1] , (920)
Apk+ aqk+ 9 2
2 at z :; [qk+1 qk+2]! ( . )

where 7 is the mass flux at level k+ 1.

The dry static energy budget for the two layers are

Apy o
;k astk:ﬂ[ 1 }"}’k (hi+2 —hi) +Sk_sk+1]y 9.22)
%: 7 [Sk+1 _Sk+2]~ 9.23)

The first term on the right hand side of eq. (9.22) represents the detrainment of cloud air into
the layer; the second term represents adiabatic warming due to the subsidence in the
environment. At present we assume that the temperature change does not exceed 1.5 K per
step.

From (9.21) and (9.23), we obtain

__Al:g+2 agktm =7 (hierr —hicsa), ©.24)
and from (9.22)

———Agp‘)"aahtk:ﬂ[hk”‘ (1 4 %) (Sk—Ske1) )y (9.25)
with the aid of

ohi _ 98¢

From (9.24) and (9.25),

1
ADy+2

2w —h) = 78 (10— (s ~hue) =g (B =hi) + (1 47 (5= 5we)) ).
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9.27)
If we assume an adjustment time 7, mass flux becomes
,,:%g - : hyep —h . (9.28)
ADers (hgs1—hiy2) +A—pk{ (hesz—hE) + (1 + %) (Sk—Sk+1) }

Currently we use 7=Aty=60 minutes. Finally from (9.20) and (9.21), precipitation due to

middle level convection is given by

Py =7 (qusz —(QC)k]Atq-

9.4 Large-scale condensation
Large-§cale condensation occurs if the

grid cell is supersaturated, i.e., qi is greater

than qi where qy is the water vapor mixing

ratio and qf is the saturation mixing ratio

at the temperature T, and the pressure py

(Fig. 9.5).

This condensation removes moisture
from the atmosphere and warms the
atmosphere by releasing latent heat, with
the warming in turn modifying the
saturation mixing ratio. The condensation
proceeds until q,=q¥(T,) at the new
temperature. When condensation occurs in
a layer which is not the lowermost layer of
the model, the condensed water is brought
into the next lower layer, and is forced to
evaporate. This process is repeated until
the lowest layer is reached. When the
lowest layer is saturated, the condensed
water precipitates onto the ground either
as rain or snow according to the surface air

temperature.

(9.29)

‘ BEGIN ’

NEXT LAYER NEXT LAYER

MOISTURE
EVAPORATES

MODITY T AND g
EXCESS MOISTURE
CONDENSES AND
FALLS TO NEXT LAYER

YES

CONDENSED MOISTURE

FALLS OUT AS
PRECIPITATION

y
' RETURN )

Fig. 95 Flow diagram of large-scale
condensation.

— 126 —



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

Let CAt denote the amount of condensation at level k per unit mass of dry air, when q, >

ay. Then
ar=q,—CAt

Ti=T,+LCAt,
Cp

a=q* (T=T,, p=p«).

(9.30)

9.31)

(9.32)

where the primes denote the modified values due to condensation. (9.32) describes' the

saturation condition for the modified moisture and temperature. From these three equations,

we may obtain an equation for the modified temperatures;

@~ (Ti— T =q* (T=T}, p=pJ).

(9.33)

With q,, Ty, p« and the functional form of q*(T,p) given, the transcendental equation (9.33)

can be solved iteratively for T by Newton’s method. After T} is obtained, we can calculate

CAt and g from (9.30) and (9.31).

Fig. 9.6 schematically shows that the
saturation mixing ratio q* as a function of
temperature denoted by

q=q*(T) (9.34)

and also a segment of the line,
q=0q —%(T—To) (9.35)

which passes the point Ay(Ty,qo) in the (T,
p) plane. The intersection of the saturation
curve, q=q*(T), and the line given by (9.35)
gives the solution of (9.33). This point is
denoted by A(T4,qr) in the figure.

We may obtain the intersection point

approximately by the iterative method. Let

To T

Fig. 96 Schematical explanation of
adjustment in large-scale
condensation.

A,, A,,-be a sequence of points whose coordinates in the (T,q) plane are, respectively, (T,

a1), (T2,@2),--. Such a sequence can be generated by the use of tangential lines to the

saturation curve at T,, for v=0,1,2,---,

a=q* (T + (3L),_, (T-T.).

(9.36)
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Choosing
To=T and go=1au, (v=0), 9.37)

we determine (T,+ 1, qu+1) recursively by

@er=a" (T + (35) 1y (Tori =T, 9.38)

Qv+1 :qv_% (Tv+ 1—T.), ] (939)

forv> 0. From the slope of the saturation curve, we see that the point A, uniformly
approaches A as v increases, and that for ever v> 1,

@ <q*(Tw). ” (9.40)
Thus, even the first iteration leads to an unsaturated condition and higher accuracy is
obtained with increasing v. At present, we take

vmex= 1 for the upper layers,

vmax= 3 for the lowest layer and for the E- and the P- layer
where vpay is the maximum number of iteration in the layer.

From (9.38) and (9.39),

Cu+1At:§£(Tu+1 _Tu) — Clv—q* (;rv) s (9.41)
L 1 +£ (a_q)
Cp aT T=T,
Tyer=Tot=Cor 1 At, (9.42)
P
qv+ 1 ZQV_Cv+ 1At (9.43)
Inlsummary,
, Lumax
Ti=T«+-= = C.At, (9.44)
Cp v=1
Q= Qe VITEa:CuAt ) (9.45)
T:u =Tz —CLPV_EI C.At A6/ (is2 AGics2), (9.46)
a,, =Qk+2+v§1 C, At A/ (Isz AGis2), 9.47)

where C, is determined by (9.41), (9.42), (9.43). At the lowest layer the condensation reaches

the earth’s surface and the large-scale precipitation per unit area becomes
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vmax

PLszg S C.At « Ady (9.48)
v=1

where Adx is the depth of the lowest layer in ¢ —coordinate, II =ps—pi, ps is the pressure at

the earth’s surface and p;=100mb.
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10. Ground hydrology and thermodynamics*

10.1 Types of the earth’s surface and related constants

In the model, the earth’s surface is prescribed either as open ocean, sea ice, glacial ice,
lake or lénd. The prescribed surface type is dependent on the model simulated time. The
distribution of open ocean, sea ice and lake is determined once a month according to
climatological data. Snow on the ground is a prognostic variable. The} model predicts the
surface temperature of either sea ice, glacial ice, land or snow. The sea ice has a depth of 3
mat both the Arcticand the Antarctic. The modelalso predicts intersticial moisture (so-called
ground wetness) and intersticial ice. The lake is treated as land which is always saturated.

The parameterization is based on Katayama (see AM).

10.1.1 Roughness
Surface roughness (z,) is specified as follows according to the types of the surface;
2, =0.0002m, for ocean
=0.0001m, for sea ice
=(.005m, for glacial ice (10.1)

=(.45m, otherwise.

10.1.2 Thermal conductivity
The thermal conductivities for ice, snow and soil are

kice =2.2 J/m/sec/deg,

Kenow =0.34 J/m/sec/deg, (10.2)

Kson =4.16X%0.2X (1+w'+0.25w;) J/m/sec/deg,
respectively, where w’ is the intersticial moisture (or ground Wetnéss) and is given by

w=W/Wy, (10.3)
where W is the amount of water stored in the ground and Wy, is the prescribed maximum
amount of W which the ground can absorb (the prescribed maximum amount of water per
unit area, pWy, h, is assumed to be 1.5 kg m~?%); and w; is the intersticial ice, i.e., the part of

w’ which is in the ice phase.

% This chagter is prepared by A. Kitoh.
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10.1.3 Heat capacity
The heat capacities for ice, snow and soil are
Cice =4.16X10°X0.51 J/m?/deg,
Conow =4.16X10°%0.23 J/m?/deg, (10.4)
Coonn =4.16X10°X{ 0.276+ (0.11-+0.15w") (1. —0.5w;/w')} J/m?/deg,

respectively. Here the heat capacity of soil depends on intersticial moisture and ice.

10.1.4 Bulk heat capacity
Bulk heat capacity of the ground depends on the ground condition and is given by

C=ch, ' (10.5)
where h is the characteristic decay depth. For both ice and snow, h is assigned to the valﬁe
0.1 m, and thus

Cice =5.1X4.16X10* J/m?/deg,

Conow =2.3X4.16X10¢  J/m?/deg. aes
The bulk heat capacity of snow is assumed to be independent of the depth of the snow. For

the soil, the characteristic depth of the diurnal variation is given by

h=vD/w. , (10.7)
“where D=k/c is the thermal diffusivity and @ =2z radians/day. From (10.5) and (10.7)
C=ch=cyD/w =cvk/co= /ck/w. (10.8)

From above relations the bulk heat capacity for the soil is given by
Coon =4.16X10*Xx /{0.276+(0.11+0.15w") (1. —0.5wi/W) }
X /(1. +wW+0.25w;) X0.002/ . (10.9)

10.2 Land surface temperature and heat balance

The ground temperature is obtained from

0T, _

Cat_

Ha, (10.10)

where T, is the ground temperature, C is the bulk heat capacity and H, is the net surface

heating rate. The net surface heating rate is given by '
Hi=—(Fn)s—Re+3:+ Hj, (10.11)

where (Fy)s is the heat flux (sensible plus latent heat flux) from the ground to the atmosphere,

R; is the net long wave flux from the ground to the atmosphere, S; is the solar flux absorbed
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at the earth’s surface, and H; is the heat conduction from below to the ground surface. For
both land and glacial ice, we assume H;=0. For sea ice, whether covered by snow or not,

Hi=Kkicee (T1—Tg) /hy, (10.12)
where T, is the melting (or freezing) temperature of sea ice (=273.1K in the model), and h;
is the thickness of the sea ice. At present, we assume h; to be constant (=3m) regardless of
the season.

In the implementation of (10.10), R, is treated implicitly. Thus,

CATe=S, 1 H ~ (F).—Rs (T, +AT,). (10.13)

Using the first-order approximation
Re (Tg+ATy) *~0Ts*+40T AT, (10.14)

the change of the ground temperature is given by

_At ;SB_RG(TS.Old)+Hi_(Fh)S= :

Tenew—Tgoa=ATg= CH+40T: 0L (10.15)

10.3 Surface hydrology and soil water budget
See Fig. 10.1 for the flow of the computation of ground hydrology.

10.3.1 Surface evapotranspiration
The surface evapotranspiration is given by
Es=x(dg—am)e, (10.16)
where (qg —Qm)e =8 (qf — am) is the effective ground-air total mixing ratio difference, and q is
the mixing ratio, subscript g indicates a ground value, and subscript m indicates a mean value

in the PBL and is defined by

L™ yap, (10.17)

( )msz_pB Ps

and asterisk denotes the saturated value. The quantity g is the efficiency factor of
evapotranspiration and is given by
g =1 when W'ZO.S‘ '
(10.18)
=2.Xw when w <0.5.
When gz <qm(dew is being deposited), or if fog occurs, we assume that the ground has been
wetted and g=1.

x is the ventillation factor and is given by
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x=p | vu | Co Cy, (10.19)

where p is the density, vy, is the
representative velocity within the PBL and

Co, Cy are transfer coefficients (see Fig. 8.

3). Negative evapotranspiration is able to

occur, representing the condensation on the \
RAIN SNOWFALL
surface.
~° @
10.3.2 Snow YES
SUBLIMATION

Precipitation results from large-scale

supersaturation of the lowest model layer
and/or from cumulus convection (middle %

level and penetrative). When precipitation
SNOWMELT
occurs, it is counted either for rainfall (P,) To CHANGE
e

or for snowfall (Ps) depending upon the

surface air temperature T, i.e.,

i) when T>T,, rainfall occurs
RUNOFF

and
P.=P,Ps=0, (10.20a) \CEMELT
ii) when Ts<T,, snowfall occurs T CHANGE
and
P.=P, P.=0, (10.20b)
where P is the rate of preciﬁitation. r:.f:'ggml AL
The snow mass is a prognostic 'cf‘iJGE
variable in the model except for open 3 | 1
ocean and is given by
a—S—P —E(1-6(8)) — M, Fig. 10.1 Flow diagram of ground
(10.21) hydrology process.

where S is snow mass per unit area, Es is evapotranspiration, Ms is snowmelt per unit area
and
8(S) =1ifS=0,
=0if S¥ 0. (10.22)
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Snowmelt occurs when model computed ground temperature Ty is greater than T,

i) TgSTu Ms=0,

C (10.23)

ii) Tg>T;, M;At=min (f(Tg—Ti), S),

i
where Cs is bulk heat capacity of snow and L; is latent heat of melting.
10.3.3 Intersticial moisture and intersticial ice
The intersticial moisture (w") and the intersticial ice (w;) are governed by
ow’

meha—t:Pr_R_Esé\(S)‘i'Ms‘i‘CT; (10.24)
Waph2WZF,5(S) (10.25)

ot

where p is the density of the ground, R is runoff, C; is capillary transport of water into the

soil layer, and F; is the mass of intersticial moisture which freezes or melts per unit area and

time. We assume that the maximum available water, per unit area of the soil layer, Wnph, is
a constant (15 gr/cm?).

Usually we assume Cr= (), but when the predicted intersticial moisture without capillary
pumping becomes either negative or greater than unity, we allow a value of C; such that it

restores the intersticial moisture to zero or unity, respectively.

10.3.4 Runoff
The rainfall-runoff relation we are using is
R=(P.*+D*)"#-D, (10.26)
where the deficiency of water, D, is defined by
D=(1—-w)Wnph. (10.27)
If rainfall amount is zero, runoff is also zero. When D+ (, runoff increases with rainfall.
When soil is saturated (D= (0), all the rainfall becomes runoff. The runoff is discarded

instantly out of the model.
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11. Vertical and horizontal sub-grid-scale transports*

11.1 Cumulus transport of momentum
The momentum change owing to the cumulus convection is divided into the following
three components.
(1) The loss due to momentum entrainment into the cloud. These momentum are released
from the cloud into the environment above that level.
(2) The gain due to momentum detrainment from the cloud.
{3) The momentum cahnge due to the cumulus subsidence.

The time rate of change in momentum due to cumulus convection is written as
2 pV=—EV+DV+2 M.V) L)
ot oz crh '

where p is the density of the air, V is the horizontal velocity of the air in the environment,
V is the horizontal velocity of the air which is detraining from cumulus clouds, E is the total
entrainment pet unit depth, D is the total detrainment per unit depth, and M. is the total

vertical mass flux of the clouds. E, D and M. satisfy the mass budget equation,

_aM,

5, TE-D=0. 11.2)

The total momentum is conserved by the redistribution of momentum due to cumulus

convection. And

Zy

[#D () ¥ @) dz= [%E 2) V (2) dz+ Vs M (z), (11.3)

where zg is the cloud base, zmax is the detrainment level of the deepest cloud, and Vp is the
horizontal velocity of the air in the environment at zg. See Chapter 7 and Fig. 11.1.

In a finite difference form, (11.1) at odd level k may be written as

) k-2
EkaAZk =— 2 Vimge, Az,

i=kmin

KN-1

+ 3 Vi mgey, Az +me Vs
K =k+2
+Me)i—1 Viei — Meher1 Viers (11.4)

% This chapter is prepared by A. Kitoh.
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where ¥ Is the summation on odd levels
only, i is the type of cloud which has the
detrainment level at the odd level i (type-i
cloud in Chapter 7), knin is the index for the
odd level at which the deepest clouds
detrain, mg; is the sub-ensemble vertical
mass flux at level KN, e,; is the
normalized entrainment of type-i cloud at
level k, Az, is the depth of layer k, KN is
the index of the even level immediately
above the top of the planetary boundary
layer, KB is the index of the odd level in
which the top of the planetary boundary
layer exists. (Mc)._, is the total vertical

mass flux at level k-1 and is given by

k-2
(Mc)k—l:. 2’. he-11Mei,
i=kmin

Zmax — »——— ——=— kmin
<
-
—~&
--d-----—-———-- k-2
F 2k~ & k-1
aZk —1-4--|-&-—---———-—— k
4 7K+l 12 k+1
-4 ——|-&-|-&-—p-—"——————— k+2
&
|- 4——|-%|-¢ |- d-—p-————- KN-1
G KN}E'
- B K *layer
Zg /¢ 0 B

/// ’/"/;/;/
.
&

detrainment of momentum
entrainment of momentum
base flux of momentum
subsidence

e

Fig. 11.1 Momentum budget of cumulus

ensemble.

(11.5)

where 7 is the normalized mass flux of type-i cloud at level k. Entrainment and mass flux

have the following relation
exiAZ = Mu—1,i— Met1,is
(see Fig. 11.2).

The first term on the right hand side of
(11.4) represents the loss due to the
momentum entrainment into the cloud
which detrain above z;_,. This term occurs
because there is deeper cloud which has its
top of the cloud above that level and this
cloud entrains the environmental air into
the cloud. The terms in the secend line
represent the gain due to the momentum

detrainment. The detrained air at level k

(11.6)

»Fig. 11.2 Mass budget of type-i cloud at
level k.

consists of the entrained air into type-k cloud. These entrainment occursat the odd levels

below that level and at the top of the planetary boundary layer (cloud base flux). The third
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line represents the momentum change due to the cumulus subsidence.

11.2 Vertical diffusion

Currently no vertical diffusions are included in any equations.

11.3 Horizontal Diffusion’
In the model horizontal sub-grid-scale transport is introduced in momentum equations
in terms of the horizontal non-linear eddy diffusion described in Holloway and Manabe

(1971). The horizontal diffusion terms are expressed as follws ;

9 i m
a(n(i'gl/z‘jui+l/z-j) Foeeees :(A—é')j (zit =2+
nm Lind e
('—A,y)i {(F)HVZ.H%—(E;)H% 5—*/2} 1L7n
9 ) . —m.(lw ) )—
a(ni,j+%vl.l+%)+ """ —('A-g-)n% Titi, i+ Ti-l, i+%

2 T/\l
(Tl—ﬂ)w% { ol m—(%)i,j } (11.8)

i} :% { (MK )i+ 3. j+(HKH)i—Vz.i} * (D1 (11.9)
m ’ n

(Dr)i,j= (A—g)j(uw 1. = Ui- 1, j)_(m)j { (vm);i, j+y— (V)i -3 } (11.10)

T?—f%.ﬂ%:% { (HKH)i+%»]'+1+(HKH)i+‘/z.j} * Dsdivy j+u (11.11)

n
(DS)H%.H'/Q:(?&-)H%(VHL j+1/2~Va,j+1/2)+(m)j+l/2 { (um)i+ . j+1
—(Um)i+l/2,j} (11.12)

Kadiry. = (A

iﬁ”)j. rnin[ko2 [% { (On)F ; + D)1+ Ds) . j+%fi‘(Ds)12+'/z. - % } ]y

, Deomex | (11.13)

The notations used in the above are the same as those used in Chapter 3. The reason for
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keeping Ky less than Dcomax(Aiﬁ”) is to avoid linear instability due to diffusion terms, and

Deomax is set to 1/ { 4(At)q (% A_nﬂ)j

terms (see Fig. 5.1). The constant k, is assigned the value 0.2.

} , where (At)4 is the time interval of evaluating diffusion

In other equations, i.e. the thermodynamic equation, moisture equation and ozone

equation, no horizontal diffusion terms are included.
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12. Ozone photochemistry and surface destruction*

The ozone photochemical process in the stratosphere and the ozone destruction by
heterogeneous chemical reactions in the planetary boundary layer are parameterized

following Cunnold ei al. (1975), and Schlesinger and Mintz (1979). (see also Schlesinger, 1976)

12.1 Photochemical reactions

The photochemical production and destruction of ozone in the stratosphere is comprised

of both the Chapman reactions

0, + hv—31 520 | TR

0+0,+M—51,0,+M (12.2)

04+ hv—250,+0 | (12.3)
k,

040,290, (12.4)

and the NO—NO, catalytic cycle

NO+0,—X,N0,+0, (12.5)
NO,+0—K4.NO+0, (12.6)
NO, +hy—2 >NO+0 a2

The chemical reaction rates k; are
k,=1.1x10"*¢exp (520/T) més™!,
k,=1.9x10"Yexp (—2300/T) mis!,

(12.8)
k;=2.1x10"'%exp (—1450/T) mis™!,
k,=91x10"1'® m’s~},
and the photodissociation rate j.(p) of species n at pressure p is given by
o 2
@)= [ a(0) L2) exp[ ~Ms = an(d) Un(p)]dA 129

Here a,(1) is the absorption cross section of species n (1 : O,, 2 : Oy, 3 : NO;) at wave length

% This chapter is prepared by 1. Yagai: Forecast Research Division
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A, I,(1) is the extraterrestrial monochromatic photon flux per unit wave length. M is a
magnification factor to account for the departure from the plane parallel atmosphere, which
will be defined by (13.51) in Chapter 13, and Uy, is the absorber amount of species m (1 : O,,
2 . O,) in' a vertical column above pressure p, and the summation extends over all species m.
Tocalculate photodissociationrates ju(p), the valuesof @ (1), @-(1) and I,(1) are taken from
Ackermann (1971), Kockarts (1971), and as(1) from the data of The Natural Stratoshere
of 1974, CIAP Monograph 1.Currently j.(p) is computed by a linear bivariate interpolation

of precomputed values of j,(p) as a function of U, and U, to save CPU time.

12.2 Governing equations for the photochemical reactions
The equations governing the time change rates of the concentration of O, O,, O;, NO, and

NO, given by reactions (12.1)—(12.7) are

200 — 5,(02) ki (0)(02) (M) +32(02) ks (0)(0s) ~ ku[0) (NO, ) +5: (NOy ),

(12.10)
900:) — _;,(02) ki (0} (0] (M) +3:(0s) +2Kk(0) (05) +k, (NO) (0]
+k,[NO,) (0, 21D
20 = K, (0)(02) (M) —12(04) ~ k(0] (0s) ks (NOY(0,), (12.12)
90) K, (NOY(0,) +k.(NO) (0) +1(NOy), (12.13)
9(BO:) _ i, (NOY(0x) Ky [NO,) (0) ~is [NO,), (12.14)

where (X denotes the concentration of species X in molecules m~® and M represents that of
air.
The -equilibrium concentrations of atomic oxygen O and nitric monooxide NO are

calculated by (12.10) and (12.13),

_ 2.(0.) 43 (00) 455 (NO,)
O =R {CI N0+ K, (0 1 K, (N0, (12.15)

(NO), =K:i(NO:)(0) +js (NO,)

3(0s)

(12.16)
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the relaxation times are approximately given by z=(k,(0,)(M))! and zvo=(ks(0s))" ;
their representative values are order 1 minute and 10 minutes, respectively. Then, it can be
assumed that O and NO are in equilibrium with other constituents, and we can approximate
(O)e and (NOJ. instead of (O) and (NO).
Substituting (12.15) and (12.16) into (12.12) gives

2(0s)
ot

where

A =K1 (0:)2(M]) —kyji (0, (NO, ) —k,js (NO,)*
k; (0] (M] +k(0s] +k((NO,)

B =g Kehi(00)+ (el + kiia)(NO,)
k(0,3 (M) +K, (05) + K, [NO, )

K,j

C = 20, M Fk, (0;) £k, TNO;J

(O;) can be given as (0,)=0.21(M]), and (NO,) is prescribed to vary only in the vertical
with the relation

(NO.)(2)=B8(NO:2)meriroy(2) (12.18)
where (NO,)meriroy(z) is the one-dimensional profile calculated by McElroy et al. (1974), and
£ is an empirical constant to adjust the simulated O; mixing ratio to the observed value at

10 mb in the tropics. Currently 8 is set to 1.62.

12.3 Vertical distribution of absorber amounts

The integrated absorber amount of species m in a vertical column above pressure p is
defined by

_L dp |
Un®=3/,( Jnlo) P (12.19)

where () is the concentration of species m in molecules m™3. We assume that molecular

oxygen is well-mixed throughout the atmosphere, (0,)=0.21(M] ; then for molecular oxygen

_021ap
Togm

U.(p) (12.20)

where @ is Avogadro’s number, and 72 is the molecular weight of air. For ozone, it is

assumed that the number density (Os(z)] above the midlevel of layer 1 decays exponentially

—141—



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

with altitude following Krueger (1973). Thus

(0:@)=(0s(@))exp (277 z>z - (2.21)

where [O;(z;)) is the GCM predicted ozone number density for layer 1, and H is the scale
height for ozone (=4.45km). Then (12.19) can be written as

Uso)= | (Ou(edz+ 2

P
) pGos @) dp | (1222)

where #24; is the molecular weight of ozone.

124 Ozone destruction at the earth’s surface
Ozone is destroyed at the earth’s surface by heterogeneous chemical reactions. The rate
of destruction Dy; may be expressed as
Dos=pK (qos)s (12.23)
where p is the air density, K the reaction rate constant, (qos)s the surface ozone mixing ratio.
We assume that the destruction Do; is approximately compensated by the downward ozone

flux at the top of the planetary boundary layer (PBL), (Fos)s which may be approximated as

_ 9dos ._ (Qos)m —(dos)s
(Fos)s=pD 37 =pD= Zon—Zs (12.24)

where D is the eddy diffusivity at the top of the PBL, Z the altitude, and subscript LM denotes
the midlevel of the lowest layer. (qos)s is determined by equating (12.23) with (12.24) as

D
(Qos)s =m(QO3)LM (12.25)

The constants K and D are currently assigned to 0.0008 m sec™* and 10 m?sec™! after Cunnold
et al. (1975).
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13. Radiation*

13.1 Introduction

The radiation calculation scheme adopted in the MRI-GCM-I closely follows the one
described in Arakawa and Mintz (1974).

The solar radiation incident on the top of the model atmosphere has both seasonal and
diurnal variations. In the MRI-GCM-], the solar flux under cloudless conditions is depleted
by ozone absoption, water vapor absorption and Rayleigh scatterring. The model forms
interactive clouds, such as clouds by large scale condensation and cirrus. They influence the
radiational heating fields strongly by absorption and reflection. The albedo of the earth’s
surface is determined diagnostically by the model as a simple function of surface conditions.

The parameterization of the solar radiation is based on Katayama (1972). The solar
radiation is divided into two parts at the wave length A =21.=0.94.

i) The part A <A, is called “scattered” part. Rayleigh scattering is considered in this
wave length region below 200 mb.

ii) The part A>A. is called “absorbed” part, where absorption by water vapor is
considered, while Rayleigh scattering is neglected.

For the long wave radiation, we adopt a hybrid scheme proposed by Schlesinger (1976) ;
the scheme consists of two different methods which are connected with each other at 30 km
level.

i) From the surface up to the 30 km level, we use the method developed by Katayama
(1972) ; weighted mean transmission functions defined for the entire band are used to
calculate long wave radiation flux and its flux divergence. Water vapor, carbon dioxide and
ozone are treated as absorbers.

ii) Above the 30 km level, we adopt the long wave radiative cooling parameterization
developed by Dickinson (1973).

Usually radiation model is a time-consuming part of the GCM. This is one of the reasons
for neglecting diurnal variations in the radiative flux calculation in many GCMs. It is pointed
out that diurnal variations are taken account of in the current radiation model, which is

realized by an adoption of an economical scheme for long wave radiation developed by

% This chapter is prepared by 1. Yagai.
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Katayama (1972). Therefore various prognostic variables especially those associated with the

planetary boundary layer undergo their diurnal variations.

13.2 Terrestrial radiation
13.2.1 Basic equations
The upward and the downward fluxes of terrestrial radiation, R}, and R}, are given

by ;

R] = [ xB(T)dv + [ dv [ Ijzd%”éT)ff{ay(uz—u)}dT (13.1)

R! = [“aBUTodv + ["dv [772 8D g, uu))dT

-/ :nBu(TT)rf{ev(um— u,)}dy (13.2)

where u, =u(T,) is the effective amount of absorbing medium (water vapor, carbon dioxide
and ozone) in the vertical air column from the earth’s surface to the level z, T, the
temperature at level z, T, the ground temperature, B, the Plank’s radiation function
expressed in terms of frequency v, £, the absorption coefficient, 7; the transmission function
of a slab at frequency v, T the temperature of the effective lid of the atmosphere. In the 12
layer version of the MRI-GCM-I, the long wave flux iscalculated up to the 10 mb level,
therefore T; is defined as the vertical mean temperature above 10 mb. As for the
tropospheric version of the MRI.GCM-I, T is assigned the value shown in Fig. 13.1 based on
the annually averaged temperature in the lower stratosphere.

The net upward flux R, is defined as
R.,=R} —R} (13.3)

The heating rate is given by

2Ly, =& 2%
Bt/v "¢, op

(13.4)

where g is the acceleration due to gravity and c, is the specific heat of air at constant

pressure.
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Fig. 13.1 Latitudinal variation of Ty, the temperature of the effective lid adopted
in the troposheric version of the MRI - GCM-I. Tt is based on the annually
averaged temperature in the lower stratosphere.

13.2.2 Simplification : Weighted mean transmission functions

In order to simplify the computation of equations (13.1) and (13.2), Yamamoto (1952)

introduced the following weighted mean transmission functions.

r(r D)= (85 [ B 0,0 vy (135)

and

Hu*T)= (2B())" [ 2BUAT)m: (o u*}d (13.6)

where

2B(T)= f :nBu(T)dv — oT*

Qv,ou* =g,u

and o is the Stefan - Boltzman constant, £ ,, the absorption coefficient at the standard
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pressure p,. The effective absorber amount u* is given by
E3 _i PS 4 _Il,- an 7
u*y(p)= gfp qn(p)(po) dp (13.7)

where ps is the surface pressure, q, the absorber mixing ratio, and n a symbol of either H,0,
CO,, or O,. Pressure scaling factor a, is given in Table 13.1.

Yamamoto found for water vapor that the dependence of z(u*, T) on temperature is
weak in between 210°K and 320°K. Furthermore, according to Schlesinger (1976), the
temperature dependence of z on carbon dioxide and ozone is weak in between 190°K and 310°
K. Therefore, we introduce the following approximation

z(u*, T)=7(u*,T) for T>T.=220'K (13.8)
where T=260"K.

With the use of (13.8), equations (13.1) and (13.2) are transformed into the following form

R} =2B,—2BHus—u},Tc)—(zBr — 2B z(us—u3, T)

+ [ —uz, T)d(B) (13.9)
and
R/ =zB,+ ["z(uz—u*, T)d(xB) (13.10)

where B,=B(T,), B.=B(T.), B:=B(T:). Following Yamamoto (1952), the transmission
functions of a mixture of water vapor, carbon dioxide, and ozone may be approximated by

the product of their respective transmission functions, i.e.,

'r(u*, T): Tﬂzo(u;{zo, T)Tcoz, T)703 (uéz, T) A (1311)
and

%(u*) TC):Aﬁ{zO(u:IZOy TC)%COH TC)%Oa(uSN TC) (13~12)

13.2.3 Cloudless atmosphere
The vertical discretization of the atmosphere and the vertical index are shown in Fig. 13.
2. With use of the notation
F=fwi—uf —uj, To)
ro=7roi—u}, T)

reo=7(lu}—u} |, D=rer (13.13)
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Eqgs. (13.9) and (13.10) may be expressed respectively as
R =2B; 7Bz —(xB:—2BJ7o+ [z(u*~u}, T)d(xB) (13.14)
and
Rj=nBo+ [z} —u*, T)A@B)+(xBy— xBimes)zs. 1., (13.15)

Let Cy- 4 represent the contribution to the flux at the upper level of layey ¢ from the

layer ¢, then C,;-, can be evaluated by the trapezoidal low,

Co :f:E’é“T( |u*—uj |, T)d(ﬁ'B)Z%(fe'ﬂ.e 7o) #xBy+1—7By) (13.16)

P - L p(mb)

1.00
1.93
3.73
7.20
13.9
26.8
51.8
100
200
400
600
800
1000

LM+

Fig. 13.2 (a) Indexing scheme for the long wave radiation calculation. The effective
absorber amount uj is defined between the earth’s surface and the top
level of layer £, (see eq. (13.7)). (b) Vertical discretization of the 12-layer
MRI - GCM-I. The lowest five layers are same as that of the troposheric
version of the MRI « GCM-I. LM is the index of the middle level of the
lowest layer and LS is that of the lowest stratospheric layer. LK defines
the level above which we use Dickinson (1973)’s longwave
parameterization. Currently we adopt the value LM =12, LS=7 and LK=
5 for the 12-layer model, and LM =5 and LS=0 for the 5-layer model.
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Fig. 13.3 Schematic representation of the transmission functions z( | u*-u} |, T)
—+
and 7y at layer §.

This form is approximately valid except when £'= ¢ +1 and #’= ¢. When the two.
layers are adjacent to each other, = does not vary linearly with zB. Therefore, following
Katayama (1972), two bulk transmission functions 77 are defined as follows,
=(@By 2B, -1)'Cyho1g (13.17)
7y =(@Bi1—2By)*Co (13.18)

Fig. 13.3 shows a schematic representation of z( | u*—u} |, T) and 75 .
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Substituting (13.16), (13.17) and (13.18) into (13.14) and (13.15), we obtain

LK
R} =2By, —(zB,~2B,-1)7; —%e‘};’e LFrnet e —aBy)
— (7B —zBr)7ik, —(”BT—'”Bc)Ta —7zB.%y (13.19)

and

LM

R} =2B¢ +(zBy1—zBy)7} +%£,_20 H(Tﬁ’ﬂ.é +7e.0)@Bys1i—aBy)

+(7Bg—2Brms1) e Lm+1 (13.20)

Currently LK=5 and LM=12 in the 12-L model. Above the level LK, we use Dickinson
(1973) ‘s parameterization of long wave radiative cooling described in section 13.7. In the 5-

L model, LK=1 and LM=5.

13.2.4 Cloudy atmosphere

Five types of clouds are identified

currently. They are schematically shown in

Fig. 13.4 and are classified as 1) clouds CIRRUS

associated with large-scale condensation, 2)

400

cirrus associated with sub-grid-scale deep
cumulus convection, 3) sub-grid-scale MIDDLE
600 1 LEVEL
penetrative cumulus convection, 4) clouds cLoun (-
CUMULUS
associated with middle level convection, ////

and 5) stratus clouds associated with soo
supersaturation within the planetary — ==%57 = =

. S | /// i )i'-’m -
boundary layer. Currently only the first '

two types of clouds explicitly interact with

NS

7

Fig. 134 Various types of clouds

radiation. Clouds are treated as black body identified in the MRI+ GCM-L
radiators with a fractional cloudiness CL Radiatively interactive clouds
are shaded.

equals to unity, except when the cloud
layers are above 400 mb or colder than —40°C. In the latter case, clouds are considered to be
in ice phase (i.e., cirrus), and the fractional cloudiness CL ; is assigned the value 0.5. Thus,

for a cloudy atmosphere (13.19) and (13.20) are modified to
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Ré =zB, — (7B, _”Bﬂ—l)ﬁj (1—CLQ_1)

] LK X
5 S (ze+1.0)@By+1—7By) I (1—-CLy)
2=g-2 ' k=¢ -1

LK
—((#Bik—72Br)7ike +(zBr—zB)7s + B3, ]k_l;l 1(1-CLk) (13.21)

R} =zB, +(@Be+1—7zB¢)7, (1-CL,)

LM X
+% S (ro+1e+ 7o XmBri—zBy) I (1-CLy)
0'=0+1 k=0
LM
+(7lBg*7fBLM+1)fa.LM+1k[Ia (1—-CLy) (13.22)

13.2.5 Effective absorber amounts
13.2.5.a Water vapor

The effective absorber amount u* is given by (13.7). The water vapor mixing ratio qu,
o (p) is a prognostic variable which is calculated by the way described in Chapters 6, 7 and
9. Pressure scaling lows were originally incorpolated to replace an inhomogeneous optical
path with an equivalent homogeneous optical path. Since this is an empirical method, there
is some uncertainty in the value of the pressure scaling factor au,0. In Table 13.1 the values
of an,o which is adopted by various authors are tabulated. Currently an,o is assumed to be
0.9 atter McClatchey ef al. (1972), who found a best fit to laboratory and theoretical data for

that value.

Table 13.1 Pressure scaling factor for water vapor adopted by various authors.

MANABE et al. SASAMORI KATAYAMA | McCLATCHEY et al.
(1967) (1968) (1972) (1972)
@m0 0.7 1.0 0.6 0.9

13.2.5.b Carbon dioxide
For carbon dioxide, (13.7) is slightly modified as

* 1 Fs D'\ aco,
weolp)=t— ) , 4o () ““dp (13.23)

£Pco.NTP

where pco,nre=1.977 kg m~ is the carbon dioxide density at NTP. The mixing ratio of CO,
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is assumed to be constant both in space and time, and is assigned the value 0.0489 percent by

weight (qco, =4.89x107%), or 0.032 percent by volume (320PPM). Thus

__ 252 DPs @CO,+1__ P\ @CO,+1
u*co,(p) = > ) o) ) (13.24)

Following Manabe and Moller (1961), aco, is taken as 0.86.

13.2.5.c Ozone

The ozone mixiﬁg ratio qo,(p) is predicted in a way described in Chapters 6 and 12. The
predicted amount is used for the radiation calculation. The effective absorb‘er amount of
ozone is also given by (13.23) by replcing pco, nrr and @co, with po,nrr=2.144 kg m~® and ao,=
0.3 respectively, after Manabe and Mdller (1961).

Thus,

LM

woum == % aos [ (E) @y (13.25)

“ gpO3NTP =0 Pe

13.2.6 Empirical transmission function equations
13.2.6.a Water vapor

Total transmission function of a mixture of gases is given by (13.11) and (13.12).
Yamamoto (1952) calculated 7 and 7 for water vapor from experimental laboratory data.
Katayama (1972) obtained the empirical transmission functions for zu,0 (uf o, T) by taking an

average of 7 given by Yamamoto (1952) for T=220’K, 260°K, and 300°’K, i.e.,

, 0.373—0.274Z+0.035Z%, (u*> 1)
7o, T)= 1 0.373—0.25952—0.02752%, (10~*<u*<1)
F(298.7,1.0), (u*<10-%) (13.26)
where F(a,b)=1/(1+au*?) and Z=1log;cu*.

And for #u,o(u*, T¢)
0.254—0.1985Z+0.0205Z, (u*>0.1)
Tno(u®, 220°K)= 1 0.216-0.28272 002587, (10-*<u*<0.1)
F(2.56, 0.39), (u*<10-*) (13.27)

13.2.6.b Carbon dioxide and ozone
We adopt empirical transmission function equations derived by Schlesinger (1976) both

for 15¢ band of carbon dioxide and for 9.6u4 band of ozone based on the experimental
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laboratory measurements by Elsasser (1960).
zeo(udy, T) =0.924—0.0390Z— 0.00466Z (13.28)
zoug,, T) =0.919—0.0252Z—0.000998Z* (13.29)
where Z equals to logoud, for (13.28) and logi,ud, for (13.29). zco,(udo,, T) and zo,(ud,, T) are

defined as the arithmetic mean of zco, and 7o, over —80°C to 40°C.

13.2.6.c Bulk transmission functions
Katayama (1972) introduced the bulk transmission functions z7 by (13.17) and (13.18)
which are evaluated by linear interpolation between 73 =1 forfu*—u}|=0 and 7§ =74+,
as,
77 =(4+m7y 7o+10)/0+m7) (13.30)
The linear interpolation factors m ; must be determined by the physical parameters of
the adjacent layers. Katayama (1972) determined m7j once and for all by numerical
experiments in which trapezoidal integration scheme (13.17) was evaluated numerically by
subdividing the layer under consideration into thin sublayers of 10 mb thickness. In this
calculation, the vertical distribution of the water vapor mixing ratio q and the temperature
T in an adjacent layer are assumed to be
q =qo(p/pe)*e (13.31)

T =T, +')/E(p_pa)
We follow Katayama’s (1972) numerical experiment. He could express m7j

approximately as a linear function of Ap, the depth of layer in mb, when the remaining
parameters are fixed. Thus,
mj =a7 +b7F Ap/100. : (13.32)

a7 and b} are obtained empirically,

aj =Li(p.)+Fi(z,)

(13.33
bi =L+ Fiz)+ (32) "ak, + (22) "avs

where Ak=k; —3, Ay, =y, —10 (K/100 mb), and
Li(p,) = — 1664176 logss pe, (1334)
Li(p.)= —0.197+0.0002 p,
Fi(Ze)=030 Z¢ +028 Z% +0.04 23, (13.35)

1(Z0)=0.0812 Z,—0.045 Z3+0.02334 Z%,
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(2D) " = Min(—0.041+0.021 Z, _ 0.006)<0,

(13.36)
(2 ) = Max(0.01225+0.007 Z,, 0.0093)>0,

ay =—0.09Lz(p)+F5(Z, —0.105L5(p.)), (13.37)

by =—0.09L5(p.)+F5(Z, —0.105L5(p, )+ ( ) Akg+ (a ) Ay,
Li(p.)=Max(61.86—22.92 logiop,, 76.63—28.39 logiop. ), (13.38)
Li(p.)=Min(—42.59415.78 log, p,, —60.81+22.53 log, p,),
F3(X)=257-+0.233 X+0.18 X240.027 X2, (13.39)
F3(X)=142+0.48 X +0.16 X2 40011 X*,
( ) =0.08-+(0.371—0.102 logis p.)ze +2.1)>0,

(13.40)
(2B) "= Min(0.03250.005z,, —0.0275) <0,

In the above Z, =logi, q,, Z,= | Z,+2.5 |, and X is a dummy variable.

Recall that 77 were introduced due to the failure of the trapezoidal integration scheme
for the layers adjacent to the level under consideration. = varies more rapidly with zB than
a linear relationship within these layers. This nonlinear character of z is most pronounced in
the troposhere where water vapor is abundant. However in the stratosphere where water
vapor is less impotant, #B is more uniform (Schlesinger, 1976). Thus,

m7j =1 2 <LS (13.41)

is assumed above 100 mb level.

13.2.7 Long wave radiative cooling in the upper stratoshere

Although Katayama’s method of using mean transmission functions (13.5) and (13.6) is
good in the troposhere and also in the lower stratoshere, it is less so in the upper stratosphere
where unisotropy of radiative flux dominates. As a substitute of Katayama’s method, we
adopt Dickinson (1973)'s long wave radiative cooling parameterization in the upper
stratoshere (i. e. the region above 13.9 mb in the current 12 layer version. See Fig. 13.2).

That is

(aTll)tr Co_g—ao,e(TE _To.ﬂ)ﬁll (1342)
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where

1, if | To—Toe | <5°K
0.0033(T ¢ — T, )
To,a_].35

©—90/T ¢ _ ~90/To,2

960 0/T0.¢ (T g —To¢)

Bo=131+ if | T=To¢ | >5K and T, >130°K (13.43)

T, if | Ty —To, | >5K and T, <130°K

Co.o is the cooling rate expeéted for the reference temperature profile T,;, and a., is a
Newtonian cooling coefficient. As for a reference temperature Tos, the 1962 standard
atmosphere profile is adopted. £, is a modification factor introduced by Dickinson and
revised by Schlesinger (1976).

The values of To,, Cos and a., for the upper four layers are presented in Table 13.2.

Table 13.2 Values used in the Dickinson’s long wave cooling parameterization.

K p T, Co, e Ao, 0
(mb) ) (K DAY-Y) (DAY-Y)

1 1.39 265.73 9.47 0.180

2 2.68 251.81 6.14 0.127

3 5.18 238.57 4.17 0.0993

4 10.0 i 221.72 2.62 0.0755

13.3 Solar radiation
13.3.1 Basic quantities

The extraterrestrial solar flux incident on a horizontal surface is given by
s=5, (%) ‘cos & (13.44)
E

where

cos ¢=sin ¢ sin &+cos ¢ cos & cos h, (13.45)
S,=1345 watt m~2 is the solar constant at one astronomical unit e, ye is the earth—sun
distance, ¢ is the solar zenith angle, ¢ is the latitude, ¢ is the solar declination and h is the
hour angle of the sun. As shown in Appendix Al3.1, ¢ and ¥ can be determined by a

perturbation of Kepler’s second low. The hour angle at each grid point is updated at every
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diabatic time step, and the solar declination and earth—sun distance are updated once a
simulated day.

In the solar radiation parameterization developed by Katayama (1972) and Schlesinger
(1976), the solar flux under cloudless conditions is depleted only by water vapor and ozone
absorption and Rayleigh scattering. The effective absorption bands of water vapor for the
solar spectrum exist in the wave length range 1 >0.9x. As the amount of Rayleigh scattering
varies as 1% the scattering in that range can be neglected. ‘As for ozone, the absorption
bands exist in the wavelength range 1 <0.8u. Because the amount of Rayleigh scattering
increases exponentially with pressure, and because the heating by ozone absorption below 200
mb is negligible compared to the heating by water vapor absorption, we can neglect the effect
of Rayleigh scattering on ozone absorption above 200 mb and also neglect the effect of ozone
absorption on Rayleigh scattering below 200 mb.

Following Joseph (1966, 70) and based upon above considerations, the solar radiation is

divided into two parts. One is “the scattered part”,

§=0.634 S, cos & 09u>2 - (13.46)
and the other “the absorbed part”,

5=10.366 S, cos & A>09u (13.47)

13.3.2 Absorptivity of water vapor
Schlesinger (1976) calculated water vapor absorptivity Am,o from the data of McClatchey

et al. (1972) and approximated the absorptivity piecewisely by quadratic polynomials;

Ano(X) =a,+bX+CX? X <X<X; (13.48)
Ano(X)  =A'ro(X)/0.366 (13.49)
X=u*M (13.50)

where the effective water vapor amount u* is given by (13.7),

M =35 sec § / v/I224+sec’§ (13.51)
is the magnification factor after Rodgers (1967), with sphericity. An,o(X) is the absorptivity
for the “absorbed” part, and A’w,o(X) is the absorptivity for the total solar spectrum. The
coefficients a;, b;, and c; are presented in Appedix Al3.2.

By letting y=A"n,0(X), the inverse function X=A""'no(y) was fitted into quadratic
polynomials;

X=A"no(y)=d; +e;y +f;y?% V-1 <y <Y; (13.52)
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The coefficients d;, e;, and f; are also presented in Appendix A13.2.

13.3.3 Absorptivity of ozone
- The absorptivity function of ozone for the total solar spectrum was calculated by
Schlesinger (1976) and was fitted by quadratic polynomials;
Ab(X) =a,+bX+CX? X1 <X<LX, (13.53)
Ao (X) =A%.(X)/0.634 ‘ (13.54)
where Ao,(X) is absorptivity for the “scattered” part, A’o,(X) is the absorptivity for the entire
solar spectrum and
X=ug$ M
The coefficients a;, b;, and c; are tabulated in Appendix A13.3.

The effective ozone amount ug, is calculated by, (cf. eq. (13.21))

L [ o= [ oo, )y (13.55)

05

/Jos NTP £P03,NT
where po, is the ozone density, qo, is the ozone mixing ratio and po,ntr=2.144 kg m~3 is the

ozone density at NTP. In a discrete case, (13.55) can be written as,

*

ug,

gpoaNTPa qu ¢(Per+1— Do) (13.56)

where p,, is the pressure at the upper surface of layer £’, qo,., the predicted ozone mixing

ratio for layer £’, and

* “ (13.57)
Ut = f zo.5pos(2)dz

In calculating (13.57), we assume that ozone number density no,(z) above the top level of the

model z,s decays exponentially with altitude following the mean ozone distribution by

Krueger (1973). Thus,

2> (13.58)

—z
né (z)=no,(z,) exp z i !

where Z, is the altitude of the midlevel of layer 1, and H=4.35 km. Subs_tituting (13.58) into
(13.57) gives
H exp(—z” Z‘)qo, Epls

. (13.59)
up, po,nTPRT,

Where p,s and T, are pressure and temperature at the midlevel of layer 1 respectively, and
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R is gas constant.

13.3.4 Cloudless atmosphere
13.3.4.a “Absorbed” part

The “absorbed” part of the solar radiation S2 is absorbed only by the water vapor in the
troposhere and at the earth’s surface. The other absorption can be neglected. (e.g. The absorption
by the water vapor in the stratoshere can be neglected in comparison to the “scattered” part
absorption by ozone.)

After neglecting the absorption by water vapor on the radiation reflected by the
earth’s surface, the net downward flux of the “absorbed” part at the upper surface of layer
£, Say, is

Sap =58 g =1 LS (13.60)
Sae =S8{1—Ano((uf,00—uf0)M)} g =LS+1,----LM+1
where An,o was given by (13.48) and (13.49). The absorption of solar radiation by water vapor
in layer £, AS,,, is therefore
AS.=0.0, g =1 LS
ASae=Sas—Sas+1, £ =LS+1,, LM (1560
The absorption of the solar radiation that is absorbed at the earth’s surface is
ASa i1 == 2)Sa e ' (13.62)

where a; is the albedo of the surface, which is given in Table 13.3.

13.3.4.b “Scattered”part
By neglecting the effect of Rayleigh scattering on ozone absorption above 200 mb, the

downward flux and the absorption of the downward flux of the scattered part are

S¢p=S§{1—Ao,(ug, , M)} (13.63)
AS{y =S¢y —Si 1 S » LS+1
ASS,=0.0 , 0=LS+2,, LM (13.64)

where the effective ozone amount uj, ,, is given by (13.56) and (13.59).
By neglecting the effect of ozone absorption on Rayleigh scattering below 200 mb, the
downward flux of the “scattered” part at the earth’s surface, S¢jy.; is
Serm+1=Sd1s ol — @)/ (1 — aoars) (13.65)

where

— 157 —



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

Table 13.3 Surface albedo adopted in the MRI-GCM- [ .

Surface condition Albedo
open ocean 0.07
bare land 0.14
frozen land 0.3

permanent land ice and snow

Min (0.85, 0.7+0.15 h) where h is
height in km

bare sea ice 0.4
sSnow on sea ice 0.7
melting snow 05
2 =0.085—0.247 logsy ({b25cos €) (13.66)

is the albedo due to Rayleigh scattering. (Coulson, 1959)
The “scattered” part of the solar radiation that is absorbed at the earth’s surface is
AS{ =0 — Sy (13.67)
The upward flux of the “scattered” part at LS+2, Sdiq,,, is
Sers+2 =Si1si2— ASdimi
=Siiste {1-(1- @)1~ a0)/(1— o)} (13.68)
By neglecting the effect of Rayleigh scattering on ozone absorption above 200 mb, the
absorption of upward flux of the “scattered” part in layer ¢, AS., is
AS/, =S{1s12{A0,(U8, 15+ M+1.9(ud, 151, — s, ;)
— Ao, (08,15 M+ 1908, 151218, g 1))}, £ =10, LS+1
(13.69)
AS/,=00 , £=LS+2,, LM
where the factor 1.9 is an average magnification factor for the diffuse upward radiation.
(Lacis and Hansen, 1974) »

The heating rate due to absorption of solar radiation at layer £ is given by

OT)  _g(ASw: +AS!, +AS],)

_a—t st.g Cp(pa+l—pe) (1370)

where p, is the pressure at the upper surface of layer ¢ . (¢f. (13.4))
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13.3.5 Cloudy atmosphere
13.3.5.a Single cloud

Consider a single cloud located in layer So Uheo| PL

L as shown in Fig. 13.5. The flux of the

A, R R ——— ___
“absorbed” part at the upper surface of LreLiTe L L

layer ¢ <L, Sa, is given by (13.60) as
Sa.e =S5{1—An,0((Uff,00—Ufi,0 )M}

PL+|

*
UOS,L

13.71 ’

( ) Fig. 135 A single cloud Ilayer. ufo
By letting A, and R.. denote the follows the definition of eq. (13.
absorptivity per unit pressure thickness 7), while uf,o,, defined as the

effective ozone absorber amount
between the bottom level of
flux of the “absorbed” part at the upper layer § and top of the
atmosphere.

and the reflectivity of cloud layer L, the

surface of layer L+1, S.r+1, is given by

Sar+1=[1—Rer —AcL(Prs1—PL))Sar (13.72)
where the quantity in brackets represents the transmissivity of cloud layer L. In order to
calculate the fluxes beneath the cloud by (13.71), the total optical thickness from the top of
the atmosphere to the upper surface of the layer under consideration is required. Katayama
(1972) defined the equivalent total optical thickness of water vapor from the top of the
atmosphere to the base of the cloud layer L, I' .., by

(1 - Rc.L)Sg{ 1 _AHZO(FLH)} = Sa,L+ly (13.73)
hence
— Al _ SaL,L+1
Iy —AHzo (1 dI—-R. L)sg) (13.74)

where Aj) is the inverse of the water wapor absorbtivity function given by (13.52). The flux
across the upper surface of any layer beneath the cloud base is, then, given by
Sa.a - (1— RC,L)Sg{ 1 —AH,o[I"LH + 1-66('-1;20,1.“ —uf{‘zo'e )] } ‘ (1375)
where 1.66 is the diffusivity factor for diffuse radiation beneath the cloud. The absorption of
solar radiation is
Sae—Sar+ , 0 =LS+1,-- , LM except ¢ =L
AS., = (13.76)
(1—RC,L)Sa,L_S&,L+Iy g =L
where R, is the reflectivity of cloud layer L for the “absorbed” part, and S,., the solar

radiations reflected from the cloud layer. The absorption of radiation reflected from the
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cloud layer is neglected. The “absorbed” part of the solar radiation that is absorbed at the
earth’s surface is given by (13.62).

In the case of “scattered” part of the solar radiation, equations (13.63), (13.64), (13.67), and
(13.69) are unchanged. In equations (13.65) and (13.68), a, is replaced by a., the albedo of the
cloudy atmosphere for the “scattered” part,

a.=1—(1-R¢)(1—ao) (13.77)

where R;, is the reflectivity of cloud layer L for the “scattered” part.

13.3.5.b Two or more contiguous cloud layers, and multiple clouds
In the model, each cloud layer within two or more contiguous cloud layers is treated as
a separate cloud vfor the solar radiation calculation like one of multiple clouds.
@) “Absorbed” part

For simplicity, consider two cloudseach

consisting of a single layer. The cloud 1 lies 1 et Pu
in the layer Ll and the cloud 2 in the layer — __{_ Ay Rey —————Riu——— &=L,
L2 (see Fig. 13.6). For layers £ <L1, S., is J
given by (13.60), I PLie
Sae =S5{1 —AHzo[(uﬁzoM —Uf,0.0)
M)}
g =LS+1,-+, LM+1 (13.78) S,z
By (13.72), Sari41 is Pue
Sati+1=[1—Reri—Acii(prisc:— ———Ac 2 Reo ————— Rio——y— &=L,
PL1))Satt (13.79)
By (13.74), the equivalent total optical Sa,Lz41 P
thickness from the top of the atmosphere
to the base of cloud 1, I'1,, is Fig. 13.6 Two separated cloud layers.
Fui=Agh (1——Dame )y
(1 —Re1)SS
(13.80)
The flux across the upper surface of layers L1+2< ¢ <L2 is given by (13.75)
Sat =(1—Re1)SE Ano(1—{ +1.66(uff0111—Ufo,)}) ’ (13.81)
S.12+1 is given by
Sar241=[1—Rera—Acra(Prz 1 —Dr2))Sare (13.82)
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where use has been made of (13.72). The equivalent total optical thickness from the top of the

atmosphere to the base of cloud 2, I'.,, is

— AL _ Sa,L2+1
= Aot (iR 1589

The solar flux incident on the lower cloud 2, S,,.,, is affected by the existence of cloud 1 (see
(13.79)). Then, from (13.82) and (13.83) I"., differs from what it would be if cloud 1 did not
exist ; that is, the equivalent total optical thickness is a function of the overlying cloud cover.
The flux across the upper surface of layers £ >L242 is
Sae=(1—Rea)(1 —Re)S 8{1—An,o( Iz +1.66(u ., —u §))}
g =L2+42,--- LM+1 (13.84)
The absorption of solar radiation, AS,, is
Sat—Saz+1  £=LS+1,...,LM
AS., = but ¢ xL1 or L2 (13.85)
(1—Re))Sar;—Savs1, £ =L1 and L2
The direct solar radiation in the “absorbed” part that reaches the earth’s surface, S¢; ., is
e mar=1—Re)(1—Re1)Se{1—Ano(IMs+1.66uf01041) ) , (13.86)
The indirect solar radiation in the “absorbed” part that reaches the earth’s surface due to

multiple reflections between the two clouds, S! ., is

: . R.,
S;LMH =(Re2Sa2) ( R

5 (R ( (13.87)

1- a’s c1,2

Rera=1( % ) (13.89)
is the albedo of the two clouds (neglecting atmospheric absorption of the reflected radiation).
The total solar radiation in the “absorbed” part reaching the earth’s surface Saim+1, iS

Saimi=Seime1+Shimt (13.89)
and the absorption by the earth’s surface is given by (13.62).

The above equations may be generalized in a straightforward manner to the case of an
arbitary number of cloud layers.
(B) “Scatterd” part
The treatment is the same as that described in subsection 13.3.5 but R¢. in (13.77) is

‘ replaced by R¢,, which is given by (13.88) with R.; replaced by R:,;.
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13.3.6 The reflectivity and absorptivity of clouds

The reflectivities of the “absorbed” part R, and that of the “scattered” part R;, and the
absorptivity per unit pressure thickness of the “absorbed” part A, and that of the “scattered”
part A¢, for cloud layer are assumed to be characterized by the respective properties of low,

middle, or high clouds following Rodgers (1967) and Katayama (1972). That is

0.19(0.21), for 100 mb<p, <400 mb cirrus
Reo(R. ;)= < 0.46(0.54), for 400 mb <P, <800 mb and not cirrus
0.50(0.66), for 800 mb<p,and not cirrus

0.05/300 mb, for 100 mb<p,; <400 mb cirrus
Acp=A’cy=40.20/400 mb, for 400 mb<p, <800 mb
0.30/200 mb, for 800 mb<p,and not cirrus

where p, is the pressure of the upper surface of layer ¢ .

Appendix A13.1 Caleulation of earth-sun distance and solar zenith angle
A13.1.1 Earth-sun distance

Although the earth’s orbit around the sun is elliptic, the eccentricity of the earth’s orbit
is so small (e=0.01672) that the orbit is in fact very nearly circular. Therefore the earth-sun
distance y: and the angular position of the sun w(t) can be expressed as an asymptotic series
in terms of mean angular position M(t) measured by a constant angular velocity with the

periodicity of one year,

M=t t,), (A13.11)

where T is 365 days, t, the time of perigee. The date of perigee adopted in the MRI-GCM-
I is January 3.36 which is the mean date of perigee from 1950 through 1972. Therefore, M(t)
is expressed as
M(t)=0.0172142(t—2.36), (Al13.1.2)
where t is the time in days counted from January 1. Then, from Kepler’s second low
ye(t)/7e=Ao—A, cosM—A,; cos2M—A,; cos3M—------ , (A13.1.3)
@(t)=M+B; sinM+B, sin2M+B, sin3M+-::--- ,
where A,=1+e?=1.00027956,
Aj=e—ef—ef—-een =0.01671825,

A,=ef—et—-eens 20.00013975,
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Ayj=et—e—en =20.00000175,
B =2e—e®+e*—--.- ~0.0334388,
B,=e?—et oot 20.0003494,
By=el—eS oo ~0.00000506,

and : is one astronomical unit.

A13.1.2 Solar zenith angle
The cosine of the solar zenith angle is given by (13.45) ; the hour angle h is counted from

the midday position and changes 15° per hour. Thus,
h(t)=21 +§—Z’ (t—to) (A13.1.4)

where A is the longitude, t; the midday time at Greenwich.
As for the solar declination ¢, it is given by
J(t)=sin"!(sine sin{ ) (A13.1.5)
where ¢ (t)=w(t)+ 4§, is ecliptic longitude of the sun, £, the ecliptic longitude at perigee
(=—1.3550737 rad or —77.64°), e the inclinations of the earth’s orbit (=23°27").
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Appendix A13.2 Water vapor absorptivity function for the total solar spectrum, A’n,0(X).
E-5 means 107°

An,oX)=a+bx+cx? x=d+eA'n,0+fA'n,0

A’n,0(x)
(g cm™?) a b c d e f

—
i
[$2]

3.19E-4
5.46
7.43 861E-5 | 247E1 | —9.92E4
913
1.07E-3 —1.17E-6 | 2.94E-2 | 1172El
1.22 ‘ '

135
1.48
1.60 457E-4 | 1.37E1 | —1.23E4
1E-4 1.72

W 00 N O U s W N

2.69
3.47
412
4.69
522 —223E-6 | 3.20E-2 | 160El
5.70 141E-3 | 752E0 | —196E3
6.15
6.58

W o N O Ul W N

1E-3 6.98 —
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Table (Continued)

(g cm™?)

A’n,0(x)

An,o(X)=a+bx+cx?

x=d+eA’n,0+fA"n,0?

b C

d

e

f

2E-3

WO 0 N O U s W

1E-2

W 00 =N O 1 s W N

1E-1

[= PR B VO 2V

1.01E-2
125
1.44
161
1.76
1.90
2.02
2.13
2.24
3.03
3.57
3.99
4.32
4.62
4.87
5.10
5.30
5.49
6.80
7.64
8.26
8.75
9.17

3.82E-3

3.47E0 —1.97E2

1.06E-2

1.32E0 —1.62E1

4.61E-4

—7.53E-2

2.22E1

2.25E-2

5.02E-1 —1.79E0

1.32E-2

—1.20E0

4.69E1

9.31E-2

—5.18E0

9.66E1

4.23E-2

144E-1 | —1.04E-1

6.29E-1

—2.33E1

2.49E2
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Table (Continued)

(g cm™®)

A’n,0(x)

An,o(X)=a+bx+cx?

x=d+eA'n,0+fA H,0?

b C

d

e

f

7E-1

1E0

W 00 ~3 OB U1 = W N

1E1

O 00 NN Oy O s W N

1E2

9.53E-2
9.85
1.01E-1
1.04
1.22
1.32
141
1.47
1.52
1.57
1.61
1.64
1.68
1.89
2.02
2.11
2.18
2.24
2.29
2.33
2.37
2.40
2.62

7.76E-2

2.82E-2 | —3.14E-3

4.59E0

—1.12E2

7.45E2

1.25E-1

—5.04E-3 | —8.30E-5

2.96E1

—5.12E2

2.35E3

1.19E2

—1.64E3

5.90E3

1.82E-1

8.01E-4 | —2.00E-6

6.08E2

—6.70E3

1.90E4

2.60E3

—2.40E4

5.68E4
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Table (Continued)

(g cm™2)

A'H,0(x)

An,oX)=a+bx+cx?

x=d+eA'n,0+fA'n,0°

b

d

e

f

3E2

WO 00 3 O b

1E3

O 0 N O Ul s W N

1E4

2.75E-1
2.84
291
2.96
3.00
3.04
3.08
3.10
3.29
3.39
3.46
3.51
3.55
3.59
3.61
3.64
3.66

2.41E-1

1.29E-4

—5.99E-8

1.30E4

—1.03E5

2.05Eb

2.94E-1

1.98E-5

—1.62E-9

6.57E4

—4.56E5

7.98E5

3.57ES

—2.22E6

3.46E6

3.27E-1

5.98E-6

—2.02E-10

1.13E6

—6.58E6

9.62E6
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Ozone absorptivity function for the total solar spectrum, A’o,(X).

E-5 means 10°°

X

(cm-NTP)

Ao, (x)

A’o,(x)=a+bx+cx?

b

—
e}
o

W o 3 & U s W N

1E-4

WO 0 3 O GO W N

1E-3

O 00 ~3 & U = W N

1E-2

W 00 U W N

1E-1

1.48E-5

2.95
4.42
5.89

- 7.35

8.82
1.03E-4
1.17
1.32
1.46
2.90
431
5.70
7.06
8.39
9.71
1.10E-3
123
1.35
2.48
3.44
4.26
4.97
5.59
6.14
6.63
7.06
7.46
1.01E-2
118
131
1.42
151
1.59
1.66
1.73
1.80E-2

2.62E-7

1.47E0

—1.22E2

1.82E-4

1.25E0

—5.79E1

3.24E-3

4.74E-1

—6.30E0

8.76E-3

1.16E-1

—2.26E-1
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Table (Contitiued)

(cm-NTP)

A’o,(x)

A'o,(x)=a+bx+cx?

b

2E-1

© 00 =N & U1 W

1E0

© 00 NN O Ul s W DN

1E1

2.30E-2

2.70
3.05
3.37
3.68
3.97
4.25
4.52
4.78
7.15
9.21
1.11E-1
127
1.43
157
1.70
1.82
1.93
2.70
3.12

1.54E-2

4.08E-2

—8.51E-3

2.51E-2

2.44E-2

—7.83E-4

7.85E-2

1.32E-2

—1.79E-4
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Appendix I. Tree diagram of the MRI-GCM-I
The schematic structure of the program of the MRI-GCM-I is illustrated in Fig. ALl

Names in the boxes indicate the subroutines. The functions of the subroutines are listed in
Table Al 1.

l MAIN | BLOCK DATA

GMP [ soeT* | [ step | WFFI o CNSW

|OUTAP€| IcompaJ ICOMPI] [DISKIS'I |SD£T*I lorsxrd‘l lourApgl IINICONl

[Pec]  [avrer] [avex] | ourard]  [orswid)]

ozonss|  [rabTN| | cup |

Fig. ALl Tree diagram of the MRI.GCM-I. Names in the boxes indicate
subroutines. Subroutines with asterisk appear more than once in the
diagram.
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Table ALl
subroutine function
MAIN Main program.
"CNSTNT | Computing constant parameters once for all.
INPUT | Preparing initial data. 7
'STEP | Doing time integration. Controlling data flow and advective and physical
processes.
'SDET | Computing astronomical parameters. Refer to Chapter 13.
GMP | Adjusting the global average surface pressure to its standard values once every 24
hours.*
'INICON | Setting the initial condition when the previous history is not available,
"OUTAPE | Dealing with the data exchange between “MSS” (Mass Strage System) and disk.
'DISKIO | Dealing with the data exchange between global data and latitude strip data.
COMP1 | Calculating the dynamical precesses. Refer to Chapters 1, 3 and 11,
'COMP3 | Calculating the physical processes. Refer to Chapters 2, 6, 9, 10 and 11.
"AVRX | Smoothing the selected terms at l-and u-points near the poles. Refer to Chapter 4.
"AVRXY | Smoothing the selected terms at v-points near the poles. Refer to Chapter 4,
PBL | Computing the PBL processes. Refer to Chapter 8.
'CUP | Computing the processes of penetrative cumulus convection. Refer to Chapter 7.
'RADTN | Computing the radiation processes. Refer to Chapter 13.
'OZONSS | Computing the photochemical processes of ozone. Refer to Chapter 12.

# Although the mass continuity equation in the finite -difference form guarantees the

conservation of mass in both the horizontal and vertical differencing, the globally integrated

mass continues to decrease with time. This is related with the fact that the computer has the

limit of at most 7 decimal digits in the single-precision calculation. This gives rise to a small

loss of mass at each time step.

Appendix II. Surface boundary conditions and numerical constants used in the MRI.GCM-1I

II.1 Surface boundary conditions.

Topography used in the MRI-GCM-I is shown in Fig. AIL1. Also shown are prescribed

sea surface temperature and sea-ice distributions for January, April, July and October.
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TOPOBGRAPHY (METER) AND

SEA-SURFACE TEMPERATURE (C) IN JANUAFY

S0ON

BON

ONF

(S

T T T L T T T L

EQ

LATITUDE

60S

90s

(b)

TOPOGRAPHY (METER) AND
SEA-SURFACE TEMPERATURE (C) IN APRIL

90N T T T T

60N

T T T T T T T T T L — T T T T T T

LATITUDE

w

Fig. AIL1

50 180 1 S0
LGNGITUDE

Topography used in the MRI « GCM-I. The contour interval is 500 m.
The sea surface temperature distributions are shown over the ocean for
(a) January, (b) April, (c) July and (d) October, together with land ice
distributions indicated with “I”, and sea-ice distributions indicated with
“=". The contour interval for sea surface temperature is 2°C. The grid
points indicated with “L” are lake points.
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(c¢) ’ - TOPOGRAPHY (METER) AND
SEA-SURFACE TEMPERATURE (C) IN JULY

BON

EQ

LATITUDE

w
o
%2

60S

(d) ' TBPAGRAPHY (METER) AND
SEA~SURFACE TEMPERATURE (C) IN OCTBBER

T

n
[IRINIES

T

LATITUDE
m
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9osl . 4 i P e ; ;
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s . LBNGITUDE

Fig. All.1(continued)
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II.2 Numerical constants and functions used in the MRI-GCM-I

Numerical constants and functions used in the MRI-GCM-I are summarized in Tables
Alll and All.2. The names of contants are shown in the left column. Also the conventional
symbols or symbols used in the text are shown in the parentheses. In the middle column the
values are shown. When the values are derived from other varibles in the program of the
MRI-GCM-I, the relations are also shown. The first line of the right column shows the

varible name used in the program, and the second line shows the subroutine where the

variable is defined (see Fig. ALl).

Tabel AILLl Fundamental numerical constants and functinns

solar constant 1345 W m™2 S0
(So) COMP3
eccentricity of the earth’s orbit | 0.01672
(e) SDET
inclination of the earth’s orbit 23° 27
SDET
perihelion January 3.36
(2.36 day) SDET
1 year 365 days DAYPYR
BLOCK DATA
mean radius of the earth 6375 km RAD
(a) BLOCK DATA
acceleration of gravity 9.81 m 72 GRAV
g , BLOCK DATA
gas constant for dry air 287 ] kg™ K! RGAS
(R) BLOCK DATA
latent heat of vaporization 2512 x 10° J kg! HLTM
(L) BLOCK DATA
latent heat of sublimation 28.48 x 10° J kg™! HLTF
(Ls) CUP
latent heat of melting 3.36 x 105 J kg! HLTI, HICE
(Ly) CUP, COMP3
ratio of gas constant to specific | 0.286 KAPA
heat at constant pressure (%) | (x=R/cp) BLOCK DATA
specific heat capacity of dry air | 1003.5 J kg™! K~! Cp
at constant pressure c=R/x CNSTNT
(cp)
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mean surface pressure which | 984 mb PSF
determines total mass of the BLOCK DATA
atmosphere on the earth
Stefan-Boltzmann constant 567 x 107% ] m 257K~ STBO
(0) RADTN
melting point 2731 K TICE
COMP3
angular velocity of rotation 7.292 x 107% g7!
Q) CNSTNT
Avogadro’s number 6.022 x 10% k mol™! AVO
OZONSS

saturation mixing ratio of water
vapor
(Tetens” formula)

q*(T, p)

e=6.11 X 10055=52)

on water
e=6.11x 10055252
on ice
_ e
q* —0.622p~_e

(Inline development)
related constant
QSATEX, QSTIEX
in MAIN

Table All.2 Other numerical constants and functions

surface roughness 0.0002m for ocean Z0
(Zo) 0.0001m for sea-ice PBL
0.005 m for land ice
0.45 m otherwise
surface albedo 0.07 for ocean ALS
(as) 0.14 for bare land RADTN
0.3 for frozen land
Min (0.85, 0.7+0.15X Z)
for snow or ice
where Z is height in km
0.4 for bare sea-ice
0.7 for snow on sea-ice
0.5 for melting snow
coefficient of horizontal non- | 0.04 K0SQ
linear eddy diffusion COMP3
(Ko?)
field capacity of soil 1.5 kg m™2 FLDCAP
(p Wan h) COMP3

— 175 —



Tech. Rep. Meteorol. Res. Inst. No. 13 1984

critical temperature of ice phase | 253.1 K TCR
transition in cumulus clouds CUP
(Ter)
conversion coefficient from | 0.004 m™! at cloud top Co, C1
cloud water to rain water 0.002 m~! otherwise CUP
(Co)
maximum sustainable cloud | 0.0 CRITL
water (£ ) CUP
base line cloud work function 2% (6p X 0.01p J A0 (K)
(Ao(pa)) where 6p is cloud depth in mb Ccup
climatological mixing ratio of | 2.5x 10-¢ (kg/kg) QST
water vapor (H,O) in the RADTN
stratosphere
carbon dioxide density at NTP | 1.977 kg m™*
(pcoznte) RADTN
ozone density at NTP 2.144 kg m™® RO3NTP
(Pos,np) RADTN
ozone chemical reaction rates see Egs. (12.2), (12.4), (12.5), RR (n)
(kn) (12.6) and (12.8) OZONSS
photodissociation rates see Eq. (12.9) PHOD (n)
(in () OZONSS
reaction rate for ozone surface | 8X 10~* ms™! RC
destruction (K) OZONSS
eddy diffusivity at the PBL top | 10 m? s! ED
(D) OZONSS
entrainment rate across the PBL | see Eq. (8.24) ENTRAN
top E) PBL
transfer coefficients of heat (Cy) | see Fig. 8.3 CT and CU
and momentum (Cp) PBL
bulk heat capacity for ice (Ci.), | see Egs. (10.6) and (10.9) CZH
SnoW (Csnow) and soil (Cgoq1) COMP3
efficiency factor of evapo- | see Eq. (10.18) EVE
transpiration (8) PBL
functional form of runoff see Eq. (10.26) RUNOFF
R) COMP3
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constant related to polytropic | 0.2 AKAP
atmosphere (a) BLOCK DATA
mixing ratio of carbon dioxide | 4.89 x 10~* (kg/kg)

(dcoz) (=320ppm) RADTN

pressure scaling factor

(anz0, acos, Qo3)

0.9 for water vapor
0.86 for carbon dioxide
0.3 for ozone

PEXP—1, ACO2, AO3

RADTN

constants for the Dickinson’s
long wave cooling parameteri-
zation

(Co, a0, Bo, To)

see Table 13.2

CSTD, ASTD, BC, TLSTD

RADTN

diffusivity factor for the | 1.66

downward radiation RADTN

_diffusivity factor for the upward | 1.9
radiation RADTN

reflectivity of clouds see Eq. (13.90) TACA, TACS

Re) RADTN
absorptivity of clouds see Eq. (13.91) DELABS
(Ac) RADTN

II.3 Time steps and resolutions

Currently, we have three versions of the model, namely, coarse resolution 5-layer model

(CH), coarse resolution 12-layer model (C12) and fine resolution 5-layer model (F5). C5 and F5

are the tropospheric models and exclude the process related to ozone and the sponge layer.

Values of version dependent parameters are listed in Table AIL3. The time steps for physical

process Aty is common to all the version and set to be 1 hour.

Table AIL3
time step for resolution in resolution in model’s top
. advective latitude longitude
version process
At Ag AL Prop
C5 450 sec 4 degree 5 degree 100 mb
C12 450 sec 4 degree 5 degree 1 mb
F5 225 sec 2 degree 2.5 degree 100 mb
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Appendix III. Selected monthly mean fields produced by the MRI-GCM-I

Selected results taken from a simulation of annual cycle with 5 layer version of the MRI.
GCM-I (see Fig. 1.2(a)) are shown in this appendix without any comments on the results.
Discussions on them will be found in the forthcoming papers by Tokioka, Kitoh, Yagai and
Yamazaki (1985), Kitoh and Tokioka (1985) and Tokioka and Kitoh (1985). The simulated
results of the 12-layer MRI-GCM-I are not included here. Those who are interested in them,
some preliminary results are found in Tokioka and Yagai (1984).

Horizontal resolution of the model is A1 =5 and Ap =4'. As for the time incrment, At=
7.5 min and Aty=60 min are used.

Monthly mean maps are shown for January, April, July and October. For each month, the
following fields are included ;

i : Monthly mean sea level pressure. (a) model and (b) observation
ii : Monthly mean geopotential field at 500 mb. (a) model and (b) observation
iii : Monthly mean wind and stream lines at 900 mb. (a) model and (b) observation
iv : Same as iii but for 200 mb
v : Monthly mean velocity potential and divergent wind of the model at 200 mb.
vi : Seasonal mean precipitation. (a) model and (b) observation
vii : Monthly mean evaporation of the model.
viii : Monthly mean sensible heat flux at the surface of the model.

ix : Monthly mean net downward flux of solar radiation at the top of the atmosphere. (a)

model and (b) observed value

x : Monthly mean net upward flux of terrestrial radiation at the top of the atmosphere.

(a) model and (b) observed value

xi : Monthly mean net downward flux of radiation at the top of the atmosphere. (a)

model and (b) observed value

xii : Monthly mean net downward flux of solar radiation of the model at the surface.

xiii : Monthly mean net upward flux of terrestrial radiation of the model at the surface.
xiv : Monthly mean net downward flux of radiation of the model at the surface.
xv : Monthly mean total heating of air column of the model.
xvi : Monthly mean snow depth of the model.
xvii : Monthly mean total cloudiness of the model.

xviil : Monthly mean zonally averaged temperature. (a) model and (b) observation
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xix : Monthly mean zonally averaged zonal wind. (a) model and (b) observation
xx : Monthly mean meridional stream function. (a) model and (b) based on observation

xxi : Monthly mean zonally averaged total heating rate of the model.
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(a—1) (a—2)
JANUARY GCMSG GCMSG
GEGPBTENTIAL SG0MB BEOPOTENTIAL SOOME .

Fig. AllLLii Monthly mean geopotential field at 500 mb for January. (a-1) model
and (b-1) observation (Oort, 1983) for the northen hemisphere. (a-2)
model and (b-2) observation (Oort, 1983) for the southern hemisphere.
Contour interval is 80 gpm.
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(a)
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Fig. AllL.liii Global distribution of monthly mean wind and stream lines at 900 mb
for January. (a) model and (b) observation (based on Oort (1983)).
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Fig. Alll.1.xvi Global distribution of monthly mean snow depth of the model for
January. (unit : cm)
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Fig. AIll.1.xviii Meridional distribution of monthly mean zonally averaged

temperature for January. (a) model and (b) observation (Oort, 1983).
Contour interval is 10C.
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Fig. Alll.l.xix Meridional distribution of monthly mean zonally averaged zonal

wind for January. (a) model and (b) observation (Oort, 1983). Contour
interval is 5 m s7'.
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Fig. AIIL.2i Same as in Fig. AIIL1.i but for April.
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Fig. Alll.2.ii Same as in Fig. AIlL1.ii but for April.
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Fig. Alll.2.iv Same as in Fig. AIll.1.iv but for April.
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