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Preface

Climate models are used in various fields, for example, to study the mechanisms of the
modern climate and its interannual variability, to make climate projections for the near future and
for hundreds of years to come, and to conduct paleoclimate simulations. As our knowledge of
climate processes has grown over the past few decades, the complexity of climate models has
increased, and additional physics has been incorporated into them. In addition to atmospheric
chemical processes such as those related to aerosols and ozone, feedback processes between the
carbon cycle and climate change have now been incorporated into a climate model, called the
Earth System Model (ESM).

The Meteorological Research Institute (MRI) of Japan has been developing models for many
years, beginning with an atmospheric general circulation model (AGCM) developed in the 1980s.
In the 1990s, we developed a global atmosphere—ocean coupled climate model (MRI-CGCM1)
and performed climate projection experiments under an idealized global warming scenario. In
the early 2000s, a new version of this CGCM (MRI-CGCM2) was developed by incorporating the
spectral dynamical framework of the Japan Meteorological Agency operational model. A revised
version of this model (MRI-CGCM2.3) was used in the 3rd phase of the Coupled Modeling
Intercomparison Project, the results of which contributed to the 4th Assessment Report of the
Intergovernmental Panel on Climate Change. Global climate change projection data produced by
MRI CGCMs have also been used to derive the lateral boundary conditions for MRI regional
climate models.

The first version of the MRI Earth System Model (MRI-ESM1) has now been developed.
This model enables us to represent both the climate system and terrestrial and oceanic material
transport, as well as their interaction. MRI-ESM1 is the base model for the fifth phase of the
Coupled Modeling Intercomparison Project (CMIP5). It is my great pleasure to announce the
completion of MRI-ESM1 and the publication of this technical report describing the model. MRI-
ESM1 was developed at MRI under the special research program “Comprehensive Projection of
Climate Change around Japan due to Global Warming (FY2005-FY2009)." Its development was
made possible by the collaboration of participating scientists from several research laboratories
and departments of the MRI. I would like to express here my deep gratitude for the huge efforts
put forth by all of those who participated in the development of the model and the cooperation
displayed among them. I expect that this model will produce many important scientific results.

Akio Kitoh
Director

Climate Research Department
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Abstract

The Meteorological Research Institute (MRI) of Japan developed the Earth System Model
MRI-ESM1 to enable us to simulate both the climate system and global material transport, along
with their interaction. Its core component, the atmosphere—ocean coupled global climate model
MRI-CGCM3, represents a substantial advance from the previous model, MRI-CGCM2.3, which
made important contributions to the fourth assessment report of the Intergovernmental Panel on
Climate Change. The global atmospheric model MRI-AGCM3, used as the atmospheric
component of MRI-CGCM3, incorporates various new physical parameterizations, including a
cumulus convection scheme, a high-accuracy radiation scheme, a two-moment bulk cloud model
that explicitly represents aerosol effects on clouds, and a new, sophisticated land-surface model,
into the dynamics framework by a conservative semi-Lagrange method. MRL.COMS3, also newly
developed at MRI, is used for the global ocean-ice component of MRI-CGCM3. We adopted for
MRI.COM3 a tripolar grid coordinate system, in which the North Pole is not a singular point,
because MRI.COM3 supports general orthogonal curvilinear coordinates. The sea-ice model has
also been updated; it now represents the sub-grid ice-thickness distribution by thickness
categories, and incorporates ice rheology dynamics in addition to detailed thermodynamics. The
MASINGAR mk-2 aerosol model takes into account five kinds of atmospheric aerosols, sulfate,
black and organic carbon, mineral dust, and sea salt. The MRI-CCM2 atmospheric chemistry
climate model (ozone model) is used to treat chemical reactions and the transport of atmospheric
species associated with both tropospheric and stratospheric ozone. To represent the global carbon
cycle, terrestrial ecosystem carbon cycle and ocean biogeochemical carbon cycle processes are
incorporated into the land-surface model and the ocean model, respectively. The Scup coupler
developed at MRI is used to integrate each component model, the atmospheric, ocean, aerosol,
and ozone models, into MRI-ESM1. This flexible coupler can couple models with different
resolutions and grid coordinates with variable coupling intervals. This advantage not only leads
to efficient execution of the earth system model but also allows the efficient and independent

development of the component models.
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1. Introduction

Climate models are the most important tools available today for enhancing our scientific
understanding of the great complexity of the climate system and for projection of future climate change.
The Meteorological Research Institute (MRI) of Japan has been developing climate models for several
decades. The first atmospheric general circulation model (AGCM), referred to as MRI-GCM-I (Tokioka
et al.,, 1984; Kitoh et al., 1995), was coupled to a global ocean general circulation model (OGCM) (Nagai
et al., 1992) to create MRI's first-generation atmosphere-ocean coupled global climate model (MRI-
CGCM1). Tokioka et al. (1995) used MRI-CGCM1 to conduct a global warming experiment in which
they examined transient responses to a cumulative increase in the atmospheric carbon dioxide (COz)
concentration of 1%/year. The results of this experiment contributed to the 2nd Assessment Report of
the Intergovernmental Panel on Climate Change (IPCC, 1996). A global spectral AGCM developed
from the operational weather prediction model of the Japan Meteorological Agency (JMA) with a
horizontal resolution of ~280 km was used to replace the earlier AGCM grid (4° x 5° horizontal
resolution) in MRI-CGCM1. The resulting model became MRI's second-generation CGCM, MRI-
CGCM2 (Yukimoto et al., 2001). Several climate change projection experiments (Noda et al., 2001) based
on scenarios forced by greenhouse gases and sulfate aerosol concentrations were conducted with MRI-
CGCM2. An improved version of the MRI-CGCM2 (MRI-CGCM2.3; Yukimoto et al., 2006) was used in
the 3rd phase of the Coupled Model Intercomparison Project (CMIP3) of the World Climate Research
Programme, which compared 23 models from institutions around the world. In this intercomparison,
MRI-CGCM2.3 was found to exhibit excellent climate reproducibility, which led to its being a
significant contributor to the 4th Assessment Report of the IPCC (IPCC-AR4; IPCC, 2007).

Climate change projection results from each generation of MRI's CGCM have been downscaled
with providing boundary conditions to regional climate models (e.g., Sasaki et al., 2006; Takayabu et al.,
2007), which, when utilized for detailed projections of climate change, have performed well in
simulating the climate around Japan.

The projections of future climate change in IPCC-AR4 were based on numerous experiments with
more than 20 CGCMs that yielded results with quantitative confidence levels. As a result, IPCC-AR4
contained a stronger conclusion than the previous assessment reports. That stronger statement was

possible because many of the participating models were able to account for the observed climate
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change in the twentieth century, which suggests that these models can predict future climate change
with higher confidence than before. The range of the uncertainties in the projections, however,
remained as large as in the 3rd Assessment Report (IPCC, 2001), and the main source of the uncertainty
in climate sensitivity was caused by cloud feedback. Bony and Dufresne (2005) suggested that the
different responses of low clouds over subtropical oceans to global warming among the simulations
was the most important factor causing the sensitivity spread among the models. The uncertainty
related to aerosols radiative forcing was also a large uncertainty factor. In particular, there are many
questions about the modeling of the indirect effects of aerosols, which must take into account
sophisticated cloud microphysics (involving a large computational cost). In addition, climate models
are now expected to represent important interactions between climate and atmospheric chemistry, for
instance, ozone changes associated with climate change and anthropogenic trace gases such as
chlorofluorocarbons (CFCs), and volcanic impacts on climate.

Also important is the accurate quantitative estimation of feedback processes between the carbon
cycle and climate change. IPCC-AR4 estimated this feedback by using earth system models of
intermediate complexity, which are simplified, low-resolution models. A more realistic earth system
model (ESM) based on a CGCM that incorporates the full complexity of physical processes, with
sufficiently high resolution, and sophisticated carbon cycle process simulation is required to achieve a
more accurate quantitative estimation of this feedback.

A major theme of the next IPCC Assessment Report, IPCC-AR5 (which will have CMIP5 as its
scientific basis, and is expected to appear in 2013), in addition to the long-term projections (~2100 and
later) as presented in past IPCC reports, is near-term prediction, targeting climate change 20 to 30 years
in the future and including the prediction of decadal variability as an initial value problem. More
regionally precise information on climate change in the near future is required for near-term projection,
and climate models must be able to accurately reproduce the decadal to multi-decadal variability
observed in the latter half of the twentieth century, as well as the present-day mean climate.

Earth system models for IPCC-AR5 have been developed at several climate modeling centers. An
ESM has also been developed at MRI under the special research program “Comprehensive Projection
of Climate Change around Japan due to Global Warming.” In conjunction with the ESM development,
a global AGCM has been developed at MRI in collaboration with JMA and the Advanced Earth Science

and Technology Organization. This AGCM has performed well in reproducing the overall atmospheric
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fields (Mizuta et al., 2006). A very high resolution (20-km mesh) version of the AGCM has produced
many excellent present and future climate simulation results with regard to, for example, typhoons
(Oouchi et al., 2006), the Baiu (Kusunoki et al., 2006), regional climate, and extreme events. This report
describes the ESM that MRI has developed, called MRI-ESM1, which incorporates these successful

results, in preparation for the CMIP5 experiments that will contribute to IPCC-ARS.
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2. Outline of MRI-ESM1

The configuration of MRI-ESM1 is illustrated in Fig. 1. The atmosphere-ocean coupled model
forming its core component is MRI-CGCM3, which itself consists of MRI's latest AGCM and OGCM
versions. The AGCM includes terrestrial biosphere carbon cycle processes, and the OGCM includes
ocean biogeochemical processes. Transports and exchanges of atmospheric CO: at the land and ocean
surfaces integrate the terrestrial and ocean carbon cycles, allowing representation of the global carbon
cycle. The AGCM is coupled with an aerosol model and an atmospheric chemistry—climate model
(CCM) (focused on ozone chemistry), which allows representation of the interaction between climate
and variations in several aerosols, ozone, and trace gases. Not only is the CCM coupled with the
AGCM, the aerosol model and the CCM are coupled with each other, which enables simulation of

interactions such as heterogeneous chemical reactions on aerosol surfaces.
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Climate Model Transport Model
Ozone (Strat. + Tropo.) Sulfate, BC, OC, Dust, Sea-salt

MRI-CGCM3

( \\ MRI-AGCM3 |

\

Atmosphere
ﬂ Vt Cloud
. ' Mi hysi
Land/Vegetation Lake LoToPIYSES AGCM
aerosols
Snow v ) v
on lce River | Ccoz
sheet —

Seaice

OGCM

Coupler ‘Scup’

MRI.COM3

&

Figure 1 Configuration of the component models in MRI-ESM1. Green arrows denote data exchange with
using Scup between the component models.
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The AGCM, called MRI-AGCM3, was developed at MRI (Mizuta et al., 2006) and is based on
JMA'’s operational weather prediction model. Its dynamics framework uses a semi-Lagrangian method
(Yoshimura, in preparation; see Section 3.1) that has the important advantages of computational
efficiency and good conservational properties for mass, static energy, and any tracers. In addition to the
parameterizations of the operational model, many new or improved parameterizations of various
physical processes have been developed. In particular, new parameterization schemes for important
processes, cumulus convection, radiation, clouds, the planetary boundary layer (PBL), and terrestrial
hydrology have been introduced. These newly introduced schemes are incorporated as optional
alternatives to the conventional schemes.

For cumulus convection, either a new scheme developed by Yoshimura et al. (in preparation; see
Section 3.2.2) or a Kain-Fritsch scheme (e.g., Kain and Fritsch, 1990; Section 3.2.3) can be selected, or a
prognostic Arakawa-Schubert-type scheme, which was modified from the original scheme (e.g.,
Arakawa and Schubert, 1974; Randall and Pan, 1993a, 1993b) for the operational model. For radiation
processes, the parameterization scheme used in the operational model (see Section 3.3) has been
introduced as an alternative to the scheme used in MRI-CGCM2.3 (Shibata and Aoki, 1989; Shibata and
Uchiyama, 1992). A cloud microphysics scheme has also been incorporated into MRI-AGCM3 so that
the indirect effects of aerosols on radiative forcing can be represented. This cloud microphysics scheme
is a two-moment bulk formulation (Section 3.4) that explicitly represents two concentrations, i.e., mass
(mixing ratio) and number concentrations, separately for cloud droplets and ice crystals. To model the
PBL, in addition to the conventional Mellor-Yamada (Mellor and Yamada, 1974) level 2 scheme, a
modification of that scheme developed by Nakanishi (2001) and Nakanishi and Niino (2004, 2006, 2009)
(Section 3.5) can now be selected. A new land-surface model called HAL (Hosaka, in preparation;
Section 3.6) has been developed that can handle arbitrary numbers of snow and soil layers and mosaic
vegetation types, and it allows individual property parameters to be set for special land-surface types
such as rice fields and urban areas. This land-surface model is much more flexible than that in MRI-
CGCM2.3, which is a simple biosphere model (SiB: Sellers et al., 1986; Sato et al., 1989) modified to
handle more soil layers (Hirai et al., 2007). River channels and lakes are also modeled (Section 3.8) as
part of a closed global water cycle.

The ocean component of MRI-CGCM3 is a global version of MRL.COMS3 (Tsujino et al., 2010;

Section 4) developed at MRI that supports general orthogonal curvilinear coordinates. We employ a
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tripolar coordinate system that does not have the North Pole as a singular point, because MRI-ESM1
covers the world's oceans, including the Arctic Ocean; south of latitude 64°N, the coordinate axes
parallel latitude and longitude. A sophisticated sea-ice model was introduced in MRL.COMS3, following
the Los Alamos sea-ice model (CICE; Hunke and Lipscomb, 2006), which formulates dynamics
processes such as categorized thickness distribution, ridging, and rheology, in addition to the
thermodynamics processes in the sea ice model of MRI-CGCM2.3, which was based on a free-drift
model developed by Mellor and Kantha (1989).

The aerosol model, called MASINGAR mk-2 (Section 5), is an advanced version of MASINGAR
(Tanaka et al., 2003). The model handles five types of aerosols: sulfate, black carbon, organic carbon,
mineral dust, and sea salt. For mineral dust and sea salt, the aerosols are calculated for several particle
size bins. Processes related to aerosols treated in the model include natural and anthropogenic sources,
chemical reactions in the air, transport, diffusion and mixing by atmospheric circulation and convection,
and dry and wet deposition.

The atmospheric chemistry climate model MRI-CCM1 (Shibata et al., 2005), which was developed
at MRI, primarily targets ozone in the stratosphere. The version incorporated into MRI-ESM1, MRI-
CCM2 (Deushi and Shibata, 2010; Section 6), is based on MRI-CCM1, but the number of chemical
species and (photo) chemical reactions that the model can handle is expanded, allowing MRI-CCM2 to
simulate both tropospheric and stratospheric ozone. MRI-CCM2 can be coupled with the MASINGAR
mk-2 aerosol model, which enables the ESM to simulate chemical-aerosol interactions, such as
heterogeneous chemical reactions at the aerosol surface. For example, the effects of a stratospheric
aerosol derived from a volcanic eruption on stratospheric ozone behavior can be taken into account.

One of the most important targets of ESMs is the global carbon cycle, which comprises mainly (at
least on timescales of centuries up to a millennium) terrestrial biosphere carbon cycle processes, ocean
biogeochemical processes, surface exchange and transport by atmospheric circulation, and
anthropogenic emissions. The chemical creation of COz2 in the atmosphere (calculated by MRI-CCM2),
though it is a very small amount, is also included. Two optional schemes are available for
parameterization of terrestrial biosphere carbon cycle processes. One is a simple scheme that uses
empirical formulae based on air and soil temperatures and precipitation (Obata, 2007). The other is a
more sophisticated scheme that takes into account photosynthesis related to vegetation represented by

the land-surface model (Obata, in preparation; Section 8.1). For ocean biogeochemical processes, there
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are also two options: a simple model developed by Obata and Kitamura (2003), and a more complex
scheme that explicitly calculates nitrate (i.e.,, nutrients), phytoplankton, zooplankton, and detritus
(Section 8.2). The integrated land and ocean carbon cycle scheme into MRI-ESM1 realistically simulates
the exchange of carbon at the land or ocean surface with the atmosphere (CO: flux) and the three-
dimensional redistribution of the altered atmospheric CO: concentration by processes such as
advection, vertical mixing due to diffusion, and cumulus convection.

An ESM generally consists of a number of complex components, each of which is independently
developed by a specialized modeling group, and the component models must work together. For
efficient development, it must be possible to integrate the component models into the ESM without any
troublesome modification being required. One of the most important strong points of MRI-ESM1 is that
the component models can be flexibly coupled with the Scup coupler (Yoshimura and Yukimoto, 2008;
Section 9). Scup allows the flexible exchange of data between component models with different
resolutions or grid coordinates and different time intervals. The data exchange, moreover, is done with
good conservation of both three-dimensional data and horizontal two-dimentional data, which is
essential for climate models and ESMs. This functionality means that MRI-ESM1 can perform the many
kinds of experiments planned for CMIP5 by flexible configuration of the component models and

parameterization schemes.
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3. Atmospheric model (MRI-AGCM3)

The atmospheric component (including land and ocean surfaces) model, MRI-AGCM3, was
developed from a model by Mizuta et al. (2006) by the addition of a number of physical
parameterization options and improvements, summarized in Table 1. The dynamics framework of
MRI-AGCM3, which Mizuta et al. (2006) did not document in detail, is described in Section 3.1. In the
subsequent sections, the major physical parameterizations developed for MRI-AGCM3 are described:
cumulus convection (Section 3.2), radiation (Section 3.3), cloud model (Section 3.4), PBL (Section 3.5),
land-surface model (Section 3.6), ocean surface processes (Section 3.7), and river—lake model (Section
3.8). Other components of MRI-AGCMS3 are basically the same as in the original model of Mizuta et al.

(2006).

3.1. Dynamics framework

In the MRI-AGCMS3 global spectral atmospheric model, hydrostatic primitive equations are used
as prognostic equations. A two-time-level semi-implicit semi-Lagrangian scheme is used for time
integration. This scheme permits a longer time-step than the formerly used semi-implicit Eulerian
scheme and realizes high efficiency. The vertically conservative semi-Lagrangian advection scheme is
also globally conservative and therefore suitable not only for short-term weather predictions but also
for long-time-period integrations such as experiments for projecting climate change.

The prognostic equations are given in Section 3.1.1, the vertically conservative semi-Lagrangian

scheme is explained in Section 3.1.2, and the time integration scheme is described in Section 3.1.3.

3.1.1. Prognostic equations

The following hydrostatic primitive equations are used as prognostic equations.

i @ +V. VH@ +i 77@ =0 (31)
ot\ on on) on\ " on

dg 0 .0

£55q+vH-Vq+na—nq=Pq (3.2)
dT

E:FT-FPT +KT (33)
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Table 1. List of MRI-AGCM3 options

Scheme/Model Option name References
1. Euler (obsolete) JMA (2002)
Dynamics
2. Semi-Lagrange Section 3.1
1. AS type Section 3.2.1, JMA (2002)
Cumulus convection 2. Yoshimura Section 3.2.2
3. KF type Section 3.2.3
. Shibata and Aoki (1989)
1. Shibata . .
Radiation Shibata and Uchiyama (1992)
2. JMA2004R1 Section 3.3
1. Smith Smith (1990)
Cloud 2. Tiedtke Tiedtke (1993)
3. MRI-TMBC Section 3.4
Section 3.5.1
1. Mellor-Yamada Mellor and Yamada (1974, 1982)
Section 3.5.2
PBL 2. MYNN Nakanishi (2001), Nakanishi and Niino (2004)
Section 3.5.3
3. Non-local Troen and Mahrt (1986), Holtslag and Boville
(1993).
1. JMA/SiB Sellers et al. (1986), Sato et al. (1989)
Land surface 2. SiB0109 Hirai et al. (2007)
3.HAL Section 3.6
1. ]MA JMA (2002)
Ocean surface
2. MRI Section 3.7
0. OFF N/A
River and lake
1. GRiveT Section 3.8
1. Iwasaki Iwasaki et al. (1989)
Gravity wave drag
2. Hines (experimental) | Hines (1997)
1. Obata_ 2007 Obata (2007)
Terrestrial carbon cycle
2. Obata 2010 Section 8.1




TECHNICAL REPORTS OF THE METEOROLOGICAL RESEARCH INSTITUTE No.64 2011

T,

F, = (3.3a)
Tl fen —1)alp
dvy +262xr) F, +P, +K, (3.4)
dt H H H
F, =-VO-R,TVInp (3.4a)
2 _ R, 0p 35)
on p an

R,
T = T{l J{Rd jq}. (3.6)

Here, the following notations are used.

t

p

Py

Vi

T Vi

q,PT,Pv”:

: Time

: Pressure

: Surface pressure

:Hybrid p— o vertical coordinate (o= p/p,)
: p=dn/dt

: Horizontal wind

: Water vapor mixing ratio

: Temperature

: Virtual temperature

: Gas constant of dry air

: Gas constant of water vapor

: Specific heat of dry air at constant pressure

: Specific heat of water vapor at constant pressure
: Vertical pressure at p coordinate, @ = dp/dt
 K=R, / C o

: Heating by adiabatic compression (expansion)

: Pressure gradient force

Contribution by physical processes

: Horizontal viscosity

: Angular velocity of the rotation of the earth
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r : Position vector from the center of the earth
\Y% : Horizontal gradient on the 7 surface.
The 7 coordinate is a hybrid vertical coordinate that steadily changes from the terrain following
o coordinate near the surface to the p coordinate near the top (Simmons and Burridge, 1981).
n=1(p,p,) is a monotonic function of p that satisfies 7(0,p,)=0 and 7(p,p,)=1. p can be
defined as a function of 7 and p,, and A(?]) and B(n) are introduced to satisfy
p(m.p,)=A(m)+B(n)- p,- (3.7)

A(?])= 0 is satisfied in the lower layers near the surface (o-coordinate), and B(?])= 0 is satisfied in

the upper layers ( p-coordinate).

3.1.2. Advection with a vertically conservative semi-Lagrangian scheme
The vertically conservative semi-Lagrangian scheme (briefly described by Yoshimura and
Matsumura, 2003, 2005) is used for the advection calculation. The equation

o . 0
—q+Vy -Vg+n—q=0 3.8
ﬁtq Vg Uanq (3.8)

is used to explain the calculation of the advection of ¢. Equation (3.8) is the same as Eq. (3.2) except
that the right-hand side of Eq. (3.8) is 0 to simplify its explanation. The advection of 7' and v, Egs.

(8.3) and (3.4), is calculated in basically the same way as that of g.From Egs. (3.1) and (3.8),

oL\ on on on\ " on

is derived, which is the conservation equation of water vapor. When ¢ =1, Eq. (3.9) is the same as Eq.

(3.1), the mass conservation equation. From Egs. (3.1) and (3.9),

d_H[@J:_Dﬂ_p_i(n@] (3.10)
dt \ on on on\ on

d_H @q :_Dﬂ_pq_i ﬁ@q (3.11)
dt \ on on on\ " on

are derived, where d, /dt=0J/dt+v, -V represents horizontal advection and D=V v, represents

horizontal divergence.

Equations (3.10) and (3.11) are vertically discretized. There are K full levels in the vertical direction
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and v,,T,q are positioned at each full level (k=12,3,...,K). 1 is positioned at the half levels
(k=1/2,3/2,5/2,...,K +1/2), which are the boundaries between the full levels. At the lower boundary
(k=1/2), p=p, n=1,and 17=0 are satisfied. At the upper boundary (k=K +1/2), p=0, n=0,
and 77 =0 are satisfied. From Eq. (3.7), the pressure at the half level is obtained by

Piya = Ay + By (3.12)

Equations (10) and (11) are vertically discretized (integrated from k+1/2 to k—1/2)as

d .0 7

—(Ap, )= =D, Ap, - (n—p] + [Ua—p] (3.13)
t k-1/2 M )2

d .0 Nz

_H(APka):_DkAPka - U_pq + U_pq ’ (3.14)

dt )y N Jeap

where Ap, is defined as
APy = Dy = Prap- (3.15)

The left-hand sides of Egs. (3.13) and (3.14) represent horizontal advection, the first terms on the right-
hand sides represent horizontal divergence (convergence), and the second and third terms on the right-
hand sides represent vertical flux.

Three-dimensional advection is calculated by executing the time integration of these equations in
the following order:

(D Horizontal divergence

@ Vertical flux

@ Horizontal advection

@ Vertical flux

® Horizontal divergence.
Figure 2 shows the change in Ap, due to the time integration of Eq. (3.13). The vertical flux (steps @
and @) is calculated by the conservative semi-Lagrangian scheme. Figure 3 shows changes in Ap,
and ¢, due to the vertical flux. The diagram on the left shows Ap, and g, before the vertical flux

calculation. The distribution of g = q(p) is obtained from g¢,, which satisfies

Pi-172
[" “a(p)ip =0, .16)
The hatched part of the diagram in the center of Fig. 3 represents ¢ moving to the upper layer. The
values of Ap, and ¢, after the vertical flux calculation are shown in the right diagram. g, is

calculated as
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Dl | @ ® @7 7O

Figure 2 Change of Ap, due to time integration in one time step
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Figure 3 Change of Ap, and g before and after vertical flux calculation

- 1

q, = f " (p)dp. (3.17)

Aﬁk Piiir2

In the actual calculation, the integrated value from the upper boundary

o(p)= | Y a(p)dp (3.18)
is used instead of q(p) to make the calculation faster. The values of Q at the half levels are obtained
from

K

Opr)= [ alp)dp = le:lqlAp; (3.19)
There are several methods for calculating the distribution of Q(p) from Q(pk " /2) and ¢q,. To
calculate material transport, such as of water vapor, the Piecewise Rational Method (PRM; Xiao and
Peng, 2004), a monotonic and conservative method, is used. For the advection of 7 and Vv, the cubic
Lagrange interpolation method is used. Q(f)k " /2) is obtained from the Q(p) distribution, and ¢, is

calculated from

- 1 - -
9 = Ap, {Q(pk—l/z)_ Q(pk+1/2)}’ (3.20)

which is derived from Egs. (3.17) and (3.18).
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This scheme for the vertical flux calculation is basically the same as that for the vertical coordinate
transformation in the Scup coupler (Yoshimura and Yukimoto, 2008). The vertical flux calculation can
also be considered a vertical coordinate transformation.

In step 3, the horizontal advection is calculated by a conventional semi-Lagrangian scheme. A
quasi-cubic interpolation method (Ritchie et al., 1995) is used for horizontal interpolation. A quasi-fifth-
order interpolation method is used only for the advection of horizontal wind, to improve precision. A
correction method similar to that described by Priestley (1993) and by Gravel and Staniforth (1994) is

used for global conservation in the calculation of material advection.

3.1.3. Time integration method

A generalized prognostic equation from Egs. (3.1) through (3.4),

dax
—=FX .
5 =P (3:21)

is considered. A two-time-level semi-implicit semi-Lagrangian scheme (e.g., Temperton et al., 2001) and

SETTLS (Hortal, 2002) are adopted to discretize Eq. (3.21) as

X+A_th =%{F(+) +ﬂ(—L0 + L_)}D +%{F0 +ﬂ(—L0 n L+)} (3.22)

FW=2F'—F, (3.23)
where At is a time-step; L(X) is the linearized term of F(X); the subscript D means the three-
dimensional departure point; the superscripts —, 0, and + mean past time (f—At?), present time (?),
and future time (#+ At), respectively; and the superscript (+) means the future time by time
extrapolation. [ is a second-order decentering parameter and is set to 1.2, slightly larger than 1.0,
which enhances the stabilizing effect of the semi-implicit scheme. Since the right-hand side of Eq. (3.22)
is the time average of the present time and the future time and the spatial average of the departure
point and the arrival point, Eq. (3.22) has second-order precision in time and space. Equation (3.22) is

transformed as
.1 by, 1 ) 0L - 1 0 0L
X —EﬂAtL _[X +5At{F +AEL + L )}D +5At{F + AL} (3.24)
The right-hand side of Eq. (3.24) is calculated explicitly. The value at the three-dimensional departure
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point is obtained by the advection calculation with the vertically conservative semi-Lagrangian scheme.
Since L' is a linear function of X', X" can be obtained from Eq. (3.24). In spectral models, Eq. (3.24)

can be solved independently of the horizontal wavenumber and therefore X" can be obtained easily.

3.2. Cumulus convection

3.2.1. Arakawa-Schubert-type scheme

The Arakawa-Schubert (AS)-type scheme (Arakawa and Schubert, 1974), one of the most popular
for cumulus convection parameterization, is based on the assumption that there exists an ensemble (or
group) of cumulus clouds at various heights in one grid column of the model, and that each individual
cumulus cloud of the ensemble occupies a sufficiently small area of the grid. The updraft within the
cumulus convection, by which heat and moisture are carried to the upper level while condensing the
saturated moisture, and dry cold air from the surroundings is taken in (a process called entrainment),
is parameterized by the cloud model. The generation of convection and its strength are determined by
the destabilization of the grid-scale stratification, which is evaluated by the cloud work function
(Arakawa and Schubert, 1974). The ensemble effect of the cumulus convection on the compensated
subsidence and cloud top detrainment is parameterized by the cloud mass flux method. The JMA’s
operational scheme, though based on the original scheme of Arakawa and Schubert (1974), has been
improved and developed variously.

Some of the modifications are the following:

1. A prognostic mass flux method is used to express the condition of away from quasi-

equilibrium (Randall and Pan, 1993a, 1993b; Pan and Randall, 1993, 1998)
2. The cumulus downdraft is also considered (Cheng and Arakawa, 1997).
3. A mid-level convection scheme is included to express the mid-latitude convection

accompanying the front and synoptic-scale disturbances.
Cumulus updraft

In an AS-type scheme, an ensemble of cumulus clouds at various heights is assumed, which the
cloud base is at the top of the boundary layer. The prognostic equations for the cloud base mass flux

are as follows:
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VA Tll _f VA u __
A= Tg —1dz = Tg S ndz (3.25)
Zp T s C,T

oM
ot

= F(4,M") (3.26)

Here A is the cloud work function; T" and s are the temperature and the dry static energy,
respectively, of a parcel in the cumulus updraft; T and s are the temperature and dry static energy,
respectively, of the environment; Mz is the cloud base mass flux; and 7 is the standardized mass flux,
which depends on the cloud base mass flux. F is the function of the damping formulation based on
Randall and Pan (1993a, 1993b) and Pan and Randall (1998). Some modifications of function F are
adopted in MRI-AGCMS3. The top of each cumulus cloud corresponds to one vertical level in the model,
and the ensemble size (i.e., the number of cumulus clouds) depends on the vertical resolution of the
model.

In each cumulus cloud, an entrainment rate A and a mass flux M* is assumed:

L dM" _, (3.27)
M" dz

SO,

M" =M, exp(A(z—-2z,)) (3.28)

The suffix B refers to the cloud base level.

To reduce computational costs, Eq. (3.28) is linearized following Moorthi and Suarez (1992),

M"=M,(1+AM(z—z,)=M;n. (3:29)

Therefore, the sub-grid-scale values of each cumulus cloud, such as the mass flux and entrainment rate
and the cloud work function, can be estimated from the grid-scale values of these parameters. The
cloud base mass flux Ms is a role of the closure in the AS parameterization. In MRI-AGCMS3, the cloud
base is fixed and it is assumed that detrainment occurs only from the cloud top. Additionally, a

minimum value of A is set, and a cumulus cloud with A =0 is excluded (Tokioka et al., 1988).
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Cumulus downdraft

In convective clouds, there are not only a vertical updraft but also a strong downdraft, caused by
cooling due to evaporation of raindrops and the loading of precipitation particles. Heating and drying
of the lower layer become excessive, compared with observation, if this downdraft is not considered
(Arakawa and Cheng, 1993), so it is necessary to parameterize it. In MRI-AGCMS3, a simplified method
instead of that of Arakawa and Cheng (1993) is used. The cumulus downdraft is expressed not as a
cloud ensemble like the cumulus updraft but as a single cumulus cloud. The downdraft is assumed to
start from a height that is above the cloud base and where the cloud base mass flux of the updraft

becomes half .

It is also assumed that entrainment and detrainment rates have the same values above the cloud

base and only the detrainment rate is considered beneath the cloud base.
Mid-level convection

Convection due to frontal system and mid-latitude synoptic-scale disturbances is not expressible
with an AS-type scheme because that scheme assumes that the cloud base is above the boundary layer
or at a fixed low level. Therefore, cumulus convection must be expressed by the root of the convection
in such a free atmosphere. This is called a mid-level convection scheme.

The conditions associated with mid-level cumulus convection are as follows:

1. There should exist above the cloud base level a higher moist static energy than the one

determined by the AS scheme.

2. This level is the cloud base of the mid-level cumulus convection.

3. There should exist an upward motion of the grid scale.

Only one cumulus cloud is assumed, and an ensemble is not considered. A constant entrainment
rate is given beforehand, allowing the cloud top level and the vertical profile of the mass flux to be
estimated.

The closure assumption is based on the cloud work function, but the buoyancy effect is

strengthened according to the strength of the upward motion.
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3.2.2. Yoshimura cumulus scheme

A new mass-flux-type cumulus scheme has also been developed (Yoshimura et al. in preparation;
hereafter, the Yoshimura cumulus scheme) that considers an ensemble of convective updrafts between
the minimum and maximum turbulent entrainment/detrainment rates. Traditional mass-flux-type
cumulus schemes can be divided largely into two types: the AS type and the Tiedtke (1989) type. In an
AS-type scheme, multiple convective updrafts with different heights depending on entrainment rates
are explicitly calculated, but each updraft is represented as a simple entraining plume for
computational efficiency. In a Tiedtke-type scheme, only a single convective updraft with a certain
turbulent entrainment/detrainment rate is calculated, but the updraft is represented as a more detailed
entraining and detraining plume. In the Yoshimura cumulus scheme, convective updrafts with the
minimum and maximum entrainment/detrainment rates are calculated as detailed entraining and
detraining plumes as in a Tiedtke-type scheme, and multiple convective updrafts with different heights
as in an AS-type scheme are represented by considering continuous convective updrafts between the

minimum and maximum turbulent entrainment/detrainment rates.
Convective updraft
In the Yoshimura cumulus scheme, organized entrainment, organized detrainment, turbulent

entrainment, and turbulent detrainment are considered in the convective updraft (Fig. 4), as in the

Tiedtke cumulus scheme.
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Figure 4 Schematic diagram for convective updraft. Red arrows indicate turbulent
entrainment/detrainment. Green and blue arrows indicate organized entrainment and
organized detrainment respectively. The left end (right end) is convective updraft with
minimum entrainment rate A, (maximum entrainment rate A,.x). Convective updrafts
between minimum and maximum entrainment rates are continuously present.
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Two kinds of organized entrainment are considered. One is entrainment from a layer with large
moist static energy from which updrafts originate. When the air with large moist static energy is in the
boundary layer, the usual (deep or shallow) convection occurs. When it is above the boundary layer,
mid-level convection occurs. The second kind is entrainment nearly proportional to the grid-scale mass
convergence and the convective updraft mass flux.

Turbulent entrainment and detrainment are proportional to the convective updraft mass flux. The
turbulent entrainment and detrainment rates are set to the same value. The minimum turbulent
entrainment/detrainment rate 1,,;, is set to 0.5 x 10 m™, and the maximum A,,,,, at the cloud bottom, is
set to 3.0 x 10* m™. Two convective updrafts, one with the minimum and one with the maximum
turbulent entrainment/detrainment rates, are calculated. Convective updrafts between the minimum
and maximum entrainment rates are assumed to be continuously present. Temperatures, virtual
temperatures, water vapor mixing ratios, turbulent entrainment/detrainment rates, and other variables
in the convective updrafts are obtained by linear interpolation between the two convective updrafts
with the minimum and the maximum entrainment rates. When the virtual temperature of a convective
updraft is lower than the virtual temperature in the environment at some vertical level, the convective
updraft becomes negatively buoyant, leading to organized detrainment at that level.

In the Yoshimura cumulus scheme, the number of calculations is O(N), where N is the number of
vertical model levels. In an AS-type cumulus scheme, the number is O(N?) if each convective updraft is
calculated as a detailed entraining and detraining plume. The Yoshimura cumulus scheme is superior

in this respect.
Closure assumption

Magnitudes of the convective updrafts are determined by using a closure assumption (Nordeng,
1994), which is based on convective available potential energy (CAPE). First, the convective updrafts
are provisionally calculated by assuming that convective updrafts are uniformly present between the
minimum and maximum entrainment rates. The provisional mass flux of Cumulus k is obtained,
where Cumulus £ is defined as the cumulus cloud that contains the convective updrafts whose cloud
top is at the k-th vertical level. Next, the magnitude of the mass flux of Cumulus £ is estimated by
assuming that Cumulus k reduces CAPE(k) X a(k) in a relaxation time 7, where CAPE(k) is the CAPE

of Cumulus & and a(k) is the proportion of the provisional mass flux of Cumulus £ at the cloud bottom.
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The sum of a(k) is 1.0.
Convective downdraft

A part of the sum of the detrainments from the convective updrafts is equally mixed with the
environment air, which is saturated and cooled to the wet-bulb temperature by evaporation of cloud
water and precipitation at each vertical level. When the mixture is negatively buoyant, it originates a
convective downdraft. A single convective downdraft is calculated. The negatively buoyant mixture
becomes the organized entrainment to the convective downdraft. The turbulent
entrainment/detrainment rate is 2.0 x 10* m™'. The mass flux of the convective downdraft is limited to
not more than 0.3 times the sum of the mass fluxes of the convective updrafts. When the convective
downdraft becomes positively buoyant at some level, the entire downdraft mass flux is detrained at
that level as organized detrainment. If the downdraft does not become positively buoyant, organized

detrainment from the downdraft occurs at the sub-cloud layer.
Vertical transport

In the Yoshimura cumulus scheme, a conservative and monotonic semi-Lagrangian scheme is
used for vertical transport by convection. The PRM is used for vertical interpolation of prognostic
variables in the environment. This is the same method as that used for vertical flux calculation in the
dynamics process described in Section 3.1.2. This semi-Lagrangian scheme relaxes the time-step

limitation imposed by the CFL condition and enables positive-definite natural material transport.
Horizontal momentum transport

The vertical transport of horizontal momentum by convection is calculated. It is overestimated
unless the effect of the sub-grid-scale horizontal pressure gradient force, which acts to adjust the
direction of the horizontal wind in convection toward that of the wind in the environment, is
introduced. A scheme based on that of Gregory et al. (1997) is adopted for the pressure gradient force.
In this scheme, the pressure gradient force is set proportional to the vertical wind shear in the

environment.



TECHNICAL REPORTS OF THE METEOROLOGICAL RESEARCH INSTITUTE No.64 2011
3.2.3. Kain-Fritsch scheme

The Kain-Fritsch (KF) scheme was developed for application to a meso-scale convection system
(Kain and Fritsch, 1990, 1993; Kain, 2004). It assumes a one-dimensional cloud model in which cumulus
updraft, entrainment of the surrounding cold, dry air, and detrainment from the updraft, are estimated
at each vertical level. Entrainment and detrainment are considered not only at the cloud top and base
but also at the sides of the cloud. A trigger function based on CAPE is used to generate convection.
Convection removes the vertical instability of the grid scale while consuming CAPE. This scheme has

been applied in JMA's operational regional model (Saito et al., 2001, 2006, 2007).
Cumulus updraft

One characteristic feature of a KF scheme is the method for determining entrainment and
detrainment of the parameterized cumulus convection, in which entrainment and detrainment are
considered not only at the cloud base and cloud top but also at each vertical level between them. It is
assumed that there always exist many minute parts caused by mixing of the cloud updraft air with the
surrounding air in various proportions, and that minute parts that acquire negative buoyancy drop out
of the updraft (detrainment) whereas those with positive buoyancy flow into the cloud updraft
(entrainment). Therefore, it is necessary to estimate the degree to which the cloud updraft mixes with
the surrounding air. This mixing ratio is determined from the vertical atmospheric pressure, the
upward mass flux of the cloud base, and the radius of the updraft. Refer to Kain and Fritsch (1990) and
Kain (2004) for details. When the mixing ratio is small, the surrounding dry, cold air flow into the
updraft (entrainment) is reduced and outflow of the moist, warm updraft air into the surrounding air
is decreased, so the cloud top becomes higher. The cloud top is assumed to be at the level at which the
temperature of the updraft parcel is equal to that of the surrounding air. In other words, the cloud top

can be considered to intrude into the stable stratification (called overshooting).
Closure assumption

The closure assumption of the KF scheme adopts a method for removing the grid-scale CAPE by
parameterized cumulus convection and adjusting the mass flux following Bechtold et al. (2001). The

removal ratio can be set as a parameter.
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Cumulus downdraft

In the KF scheme, the downdraft is caused by cooling by evaporation of the condensation. The
downdraft starts at a saturated level that is more that 150 hPa above the lifting condensation level
(LCL). Further, entrainment occurs only above the LCL; under the LCL, humidity decreases with
height; and detrainment occurs only under the LCL. The downdraft method is simplified compared

with that used for determining the entrainment and detrainment of the updraft.
Trigger function

A trigger function is used in the KF scheme to judge whether sub-grid-scale convection is
generated. The trigger function is composed three terms: the temperature of the LCL (Tict), the
temperature perturbation that depends on the buoyancy at the LCL (4Tict) (Kain, 2004), and the
temperature perturbation that depends on the humidity (4Tru) (Undén et al.,, 2002). When the trigger
function (TicL + ATict + 4Tru) has a value higher than the surrounding temperature, parameterized

cumulus convection is generated.
Conversion of condensation to precipitation

In MRI-AGCMS, two different schemes can be used to generate precipitation with the KF scheme,
one by Ogura and Cho (1973) and the other by Kessler (1969). Both schemes estimate the proportion of
detrained condensed water from the updraft that falls as precipitation. We adopt the latter method in

MRI-AGCM3 when the KF scheme is used for cumulus parameterization.

3.3. Radiation

The radiation processes in MRI-AGCM3 are briefly described here. For the most part, the
radiation scheme is the same as that of J]MA's operational global atmospheric model (see details in
Numerical Prediction Division/JMA, 2007), but there are some differences, for example, in the
interaction with aerosols. Because of relatively large computational costs, radiation processes are often
calculated at coarser spatial and temporal scales than otherwise used in a model. In the standard ESM
configuration, the full radiation computations are calculated for every two grids in the zonal direction,

and for every hour and every 3 hours in the shortwave and longwave regions, respectively.
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3.3.1. Radiative transfer model

In MRI-AGCMS3 radiation scheme, infrared (i.e., longwave, hereafter LW) radiation of up to 3000
cm? and solar (shortwave, hereafter SW) radiation are treated separately. The LW region of the
spectrum is divided into 9 bands (see Figure 5), and the SW region into 22 bands (see Figure 6). The
radiative flux is calculated in each band. The model column is split into plane-parallel, homogeneous
layers and vertical radiative transfer is solved numerically. In the LW scheme, the absorption
approximation method is adopted and band-integrated upward and downward radiative fluxes are
calculated by using the band-emissivity method with a diffusivity factor. In the SW scheme, a two-
stream approximation (3-eddington approximation; Joseph et al., 1976) method is used to solve direct
and diffuse flux at each layer boundary. Downward (upward) diffuse fluxes in a column are calculated
in descending (ascending) order, from the top to the bottom (the bottom to the top) level (as in

APPENDIX A in Briegleb, 1992).

Band Number 1 \ 2 [ 3a [ 3b [ 3] 4 | \ 9
(wave # /cm) 25 340 540 620 720 800 980 1100 1215 1380 1900 3000

H20 (Line)

H20 (Continuum)
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1
.
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Figure 5 Spectral bands and absorber gases for LW. Letter T and K mean line absorptions calculated
by table lookup method and k-distribution method, respectively. Letter C means use of
parameterization for water vapor continuum absorption.

band (numbers) near-infrared (#1-7) | visible (#8 —12) | ultra-violet (#13 -22)
(wave length wm) [oo 1.61 0.870 0.685 0.599 0.364 0.231 0174

H20 (line) ESF (7-terms)

cOo2

03 Continuum
02

Figure 6 Spectral bands and absorber gases for SW. ESF means use of exponential sum fitting
technique and F&R means employment of parameterization based on Freidenreich and
Ramaswamy (1999).

3.3.2. Atmospheric radiation

In the LW and SW schemes, major absorptions due to water vapor (line and continuum
absorption), carbon dioxide (e.g., in the 15 um band and near-infrared region), and ozone (in the 9.6

um band and the visible and ultraviolet regions) are considered. In addition, absorptions due to
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methane (CH4), dinitrogen monoxide (N20), and CFCs are taken into account in the LW scheme for
their greenhouse effect. Absorption by oxygen and Rayleigh scattering by molecules of atmospheric
gas are also calculated in the SW scheme.

In the LW scheme, absorption due to atmospheric gas is evaluated by the Planck weighted
transmission function in each spectral band. Two types of parameterization obtained from an offline
line-by-line (LBL) calculation based on a database of absorption lines are used in order to calculate line
absorptions. If the effect of Doppler line broadening cannot be ignored in the stratosphere, a
transmittance table made by LBL pre-computations for some pressures, temperatures, and absorber
concentrations is referred (Chou and Kouvaris, 1991). This table was calculated by using the HITRAN
2000 (update 1; Rothman et al., 2003) line database and the LBLRTM (Clough et al., 1992) calculation
package. For the other absorptions in which the Lorentz type of line broadening is just dominant, the
transmittance is rapidly calculated by the k-distribution method (Arking and Grossman, 1972) with the
absorber amount scaled by atmospheric pressure and temperature. For the continuum absorption of
water vapor, self- and foreign-broadened absorption are considered after the method of Zhong and
Haigh (1995) but updated with absorber coefficients from MT-CKD version 1.0, a refined version of the
CKD continuum model (Clough et al., 1989).

The SW scheme calculates the optical depth of each absorption due to atmospheric gases.
Absorption due to water vapor is calculated by the 7-band k-distribution method (or the exponential
sum fitting technique; Lacis and Hansen, 1974) after Briegleb (1992). For ozone, carbon dioxide, and
oxygen, the parameterization of Freidenreich and Ramaswamy (1999) is used to compute optical depth

of the absorption. Their work is also referred in determining the Rayleigh scattering coefficients.

3.3.3. Cloud radiation and aerosol effect

To represent the direct effects of aerosols, optical parameters are configured for 5 aerosol species
corresponding to those in the aerosol model (Section 6): sulfate, black carbon (soot), organic carbon,
mineral dust, and sea-salt. The extinction and absorption coefficients and asymmetry factors of these
species are computed under the assumption of Mie scattering by spherical particles by using the
complex refraction index data of OPAC software (Hess et al., 1998). In the case of hygroscopic species,

their dependence on ambient relative humidity is also considered (Chin et al., 2002).
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The effect of aerosols on the optical properties of clouds (i.e., the first indirect effect) is considered
in the configuration of the effective radius of cloud particles. The effective radius of a liquid water
cloud particle is computed as a function of cloud droplet number density, based on Liu et al. (2006) and
Peng and Lohmann (2003). If a two-moment scheme is selected for the cloud scheme (Section 3.4), then
the aerosol indirect effect on ice cloud particles is also considered (Lohmann, 2002). Otherwise, the
effective radius of ice cloud particles is parameterized as a function of temperature and ice-water
content (Wyser, 1998).

In terms of the optical properties of cloud particle, LW emissivity is parameterized depending on
cloud water content (Kiehl and Zender, 1995), and the corresponding absorption coefficient is
parameterized as a function of effective radius (Hu and Stamnes, 1993, for liquid water clouds, and
Ebert and Curry, 1992, for ice clouds). Optical depth, single scattering albedo, and the asymmetry
factor in SW are similarly parameterized by cloud water content and effective radius (Slingo, 1989, for
water clouds and Ebert and Curry, 1992, for ice clouds).

Though a cloud is approximated as a black body in the LW scheme, the calculation method of
Réisanen (1998) is adopted, in which both cloudiness and cloud emissivity in a cloudy layer are
properly considered and the calculation results have no dependency on the vertical resolution of the
model layers. The vertical overlap of clouds greatly influences estimations of radiative fluxes in a
cloudy column. In the LW scheme, maximum-random overlap (Geleyn and Hollingsworth, 1979) is
assumed. In the SW scheme, total cloudiness in a column is first computed according to the maximum-
random overlap assumption, and then random overlap is assumed to solve radiative fluxes in a cloudy

sub-column.

3.4. Cloud model

Cloud water and fraction are the variables of the cloud scheme used to represent large-scale
condensation in the AGCM. The Smith cloud scheme (Smith, 1990), which is based on probability
distributions (Sommeria and Deardorff, 1977), is employed in JMA’s operational weather prediction
model. The Tiedtke cloud scheme (Tiedtke, 1993; ECMWEF, 2004; Jakob, 2000), which treats cloud water
and fraction as prognostic variables, is also incorporated in MRI-AGCM3.

In MRI-ESM1, the chemistry climate model (MRI-CCM2) and the aerosol model (MASINGAR mk-
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2) can be coupled via the Scup coupler with MRI-AGCMS3. This means that MRI-AGCM3 is able to
recognize the spatial-temporal distribution of aerosol species. For projection of future global climate
change, direct and indirect effects of aerosols are the primary factors leading to uncertainties in the
assessment of radiative forcing, and they are therefore among the most important physical processes
coupling the aerosol model with the AGCM. To represent the indirect effects of aerosols in detail, cloud
droplet and ice crystal concentrations are important information. Furthermore, their efficient
simulation is desirable for long-term predictions of the ESM. To increase the accuracy of the indirect
aerosol effects in the ESM, it is necessary for the cloud scheme, which is represented by the cloud water
mixing ratio and fraction, to be expanded to take into consideration at least the cloud liquid water
mixing ratio, the cloud ice mixing ratio, cloud droplet and ice crystal concentrations, and cloud fraction.

Therefore, a new two-moment bulk cloud scheme (called the MRI-TMBC scheme) was developed
by expanding the original equation system (i.e., prediction of the cloud water mixing ratio by the
Tiedtke cloud scheme) to include the necessary variables. The new scheme predicts the cloud liquid
water mixing ratio, the cloud ice mixing ratio, and cloud droplet and ice crystal concentrations (shown
schematically in Fig. 7). The Smith, Tiedtke, and MRI-TMBC schemes can be arbitrarily selected in MRI-

ESM1. The MRI-TMBC scheme is described by differential equations as follows.

Me _ adv(g,)+ 5" + Sl

ot conv new t Stl)lllZl - Eliq - Gmm - (Nimm + Ncont + Nhoma ) + Mmelt (330)
8Qi ice ice ice ice snow
E = adv(qi) + Sconv + Snew + Sold - E - G + (Nimm + Ncont + Nlmmo ) - Mmelt (331)
% =adv(q,)—(S" +8" +8M + 8% +8 + 8+ E" + E“ + E™" + E™ (3.32)
t
aNc lig lig lig rain
= adv(N,)+ NS + NS — NE' — NG™" —(NN, +NN,, +NN,,,)+NM . (3.33)

oN,

—=adv(N)+ N 4 NS — NE™“ — NG — (NN, +NN_ +NNuw )—NM,,, (3.34)

conv cont

where g, ¢;, and g, respectively indicate the cloud liquid water mixing ratio, the cloud ice mixing ratio,
and the water vapor mixing ratio (kg kg'); Nc and Ni are respectively the cloud droplet concentration
and the ice crystal concentration (m?); and S, E, G, N, M, and adv respectively represent the source,

evaporation, precipitation, the interaction between cloud water and cloud ice, melting, and advection
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terms. In addition, the superscripts lig, ice, rain, and snow respectively represent the cloud liquid water,
cloud ice, rainfall, and snowfall components, and the subscripts conv, new, and old respectively
represent the convective, stratiform formation, and stratiform growth components. Finally, the
subscripts imm, cont, and homo represent immersion freezing, contact freezing, and homogeneous
freezing, respectively. The differential equations for cloud droplet concentration and ice crystal

concentration are formally described to be consistent with those for the cloud liquid water mixing ratio

| Water Vapor |* | > | Water Vapor|
Cloud Liquid Water || Cloud Ice
Cloud‘Water Cloud Droplet |* |Ice Crystal
| i i
Cumulus Cumulus
L Rain |« Snow |- - |Rain| * ) Snow | ——
Scup

o
Aerosol Model
(MASINGAR)

Figure 7 Framework of cloud scheme in the MRI-ESM1. Left figure indicates framework of the Smith
cloud scheme and the Tiedtke cloud scheme. Right figure indicates a newly modeled double
moment bulk cloud scheme.

and cloud ice mixing ratio.

The aerosol model is directly coupled to the MRI-TMBC scheme by activation of aerosol species
into cloud droplets and ice crystals. The aerosol species employed in both MASINGAR mk-2 and the
cloud scheme are SOx + dimethyl sulfide (DMS), black carbon (BC), organic carbon (OC), sea salt (2
bins), and dust (6 bins). The activation of some aerosols into cloud droplets is based on the
parameterizations of Abdul-Razzak and Ghan (2000, 2002) and Takemura et al. (2005). The activation of
some aerosols into ice crystals is based on the parameterizations of Bigg (1953, immersion freezing),
Lohman and Diehl (2006, contact freezing), and Kércher et al. (2006, cirrus clouds). Cloud droplet and
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through their effective radii.

The deposition and depositional growth terms are based on Murakami (1990) and Rutledge and
Hobbs (1983), respectively, and the condensation and condensation growth terms on Tiedtke (1993).
Melting occurs when the atmospheric temperature is above 273.15 K, and homogeneous freezing occurs
at temperatures below 235.0 K. A semi-Lagrangian scheme (Section 3.1) is used for the advection
process. The precipitation process is basically unchanged, except that the parameterization of Rotstayn
(2000) is adopted for the rainfall term (Fig. 7). The Bergeron-Findeisen process is also incorporated into
the MRI-TMBC scheme. This process occurs when the cloud ice mixing ratio is greater than 0.5 mg kg

(Lohman et al., 2007). Furthermore, a saturation adjustment proposed by Tao (1989) is introduced

3.5. Planetary boundary layer

The role of the boundary layer scheme in AGCM is to parameterize the vertical transport of
momentum, heat, and moisture by turbulence in the atmosphere. The boundary layer scheme in JMA’s
operational model is the turbulence model advocated by Mellor and Yamada (1974, 1982) (the MY
scheme), which is a second-order closure model based on the Reynolds averaging method. However,
in the new MRI-AGCMS3, the evaluation of the closure constants and the mixing length are optionally
modified, following Nakanishi (2001) and Nakanishi and Niino (2004, 2006, 2009).

Additionally, a non-local scheme based on the parameterizations of Troen and Mahrt (1986) and
Holtslag and Boville (1993), which can express non-local vertical mixing when conditions near the

surface layer are unstable, is an optional PBL scheme that can be selected in MRI-AGCM3.

3.5.1. Mellor-Yamada scheme

The Mellor-Yamada scheme expresses the third moment quantity by the second moment by using
the Reynolds averaging method. In all, there are 15 prognostic variables of the second moment (the
Level 4 model), but in weather and climate models the scheme can be simplified according to the
contribution of anisotropy because of the computational costs (Levels 3, 2.5, and 2; see Mellor and
Yamada, 1974, 1982, for details). In Level 2, used in MRI-AGCMS3, all prognostic equations become
diagnostic ones, and all variables of the second moment are obtained by solving those equations. In

addition, in the atmospheric boundary layer, because the horizontal variation of physical values is very
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small compared with the vertical variation, horizontal differentiation is disregarded. This
approximation is called the boundary layer approximation. In general, there exist two or more closure
constants in the closure model. These constants should be determined empirically. Mellor and Yamada
(1982) determined these closure constants from observations and wind tunnel experiments under

neutral conditions. Moreover, the mixing length [ is given beforehand:

1 1 1
S — (3.35)
[ Ls Lr
Ls=xz (3.35a)
J.Ooqzdz
Lr=a~- (3.35b)
[l

where Ls is the length determined according to the vertical log-profile of the physical value near
the surface, Lt is the length reflecting the vertical profile of turbulent energy (g), a is an empirical

constant, and « is the Karman constant.

3.5.2. Mellor-Yamada-Nakanishi-Niino scheme

Nakanishi (2001) and Nakanishi and Niino (2004, 2006, 2009) proposed an improved version of
the MY scheme (called the MYNN scheme) for determining closure constants, mixing length, and the
stability of time integration. We introduced the first two improvements into MRI-AGCM3 as follows.
First, on the basis of data obtained by large eddy simulation (LES), the MYNN scheme re-evaluates the

closure constants and introduces terms for the effect of buoyancy and wind shear, which are neglected

in MY model.
(A1, Az, By, B2, C1) =(0.92, 0.74, 16.6, 10.1, 0.08) — (1.18, 0.665, 24.0, 15.0, 0.137) (3.36)
(C2, C3,C4,C5)=(0, 0, 0, 0) — (0.65,0.294, 0, 0.2) (3.37)

Here, C2 and Cs reflect the effect of buoyancy, and Cs that of wind shear. Refer to the original paper for
details.
Second, a new diagnostic equation for the mixing length [/, which was considered an uncertain

expression, is proposed here, based on LES:
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where a1, a2, as, and a4 are empirical constants (= 0.23, 1.0, 5.0, and 100.0, respectively); C = z/L;
and L is the Monin-Obukhov length. This new equation thus evaluates the stability of the surface layer

by using the Monin-Obukhov length and the effect of buoyancy (Ls) (Hara, 2007ab).

3.5.3. Non-local scheme

When conditions near the surface are unstable, especially in the daytime, momentum, heat, and
moisture are often very efficiently transported through the entire boundary layer by the large
turbulence in the PBL. Such characteristic large turbulence transport is called the non-local effect. We
introduced a scheme to express these non-local effects following Troen and Mahrt (1986) and Holtslag
and Boville (1993). However, it is well known that although this scheme can express well the
development of a convective mixing layer in the daytime, it cannot adequately express the weakening
of the mixing layer and the influence of the diurnal cycle on surface temperature and wind. Moreover,
in some cases, the cold pool is destroyed when a cold layer is formed in the boundary layer. Therefore,

development of this scheme has been postponed for the present.

3.6. Land surface models

Three land-surface models are available in MRI-AGCM3, and a model user can select any one of

them. The first one is JMA/SiB (Simple Biosphere model; Sellers et al., 1986, Sato et al., 1989), which is
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used mainly for short-range weather forecasting. The second, SiB0109 (Hirai et al., 2007), which was
developed for climate research purposes and is used in MRI-CGCM2.3, both water mass and energy
are perfectly conserved. The third one, HAL (Hosaka et al., in preparation), is newly developed and
will be used for the CMIP5 simulations. In this subsection, HAL is briefly described.

HAL (the name is formed from the first letters of Hydrology, Atmosphere, and Landsurface, and
means "spring” in Japanese) is MRI-AGCM3’s new land-surface model. The major predicted variables
are temperature and moisture content in the vegetation, soil, and snow submodels, and HAL diagnoses
surface conditions. HAL also evaluates heat, moisture, and momentum fluxes and albedo, which are
used in MRI-AGCM3 simulations as lower atmospheric boundary conditions. HAL can calculate
variables related to the terrestrial carbon cycle, and they are used by the terrestrial carbon model
(Section 8.1).

HAL consists of three submodels: SiByl, SNOWA, and SOILA, which are coupled to one another
by the LCUP land-surface coupler, which also connects HAL to MRI-AGCM3. LCUP supports the
mosaic and mixture strategy (Koster and Suarez, 1996), which enables more appropriate fluxes to be
estimated over non-uniform surfaces.

SiByl has surface vegetation processes similar to JMA/SiB, on which it is based. SiByl has 2
vegetation layers (canopy and grass) and calculates heat, moisture, and momentum fluxes between the
land surface and the atmosphere. The major predicted variables are the temperature of the canopy and
the surface skin, and the moisture content of the canopy and the grass. Included moisture processes are
precipitation intercepted by and dropped from the canopy and the grass, evaporation or sublimation
from and dew or frost on bare soil and vegetation, and transpiration by vegetation. Heat processes
implemented comprise shortwave radiation (direct/diffuse, visible/infrared), longwave radiation,
sensible heat, latent heat, and ground heat fluxes. A bulk formulation scheme (Louis, 1979) is used for
estimating surface flux. Air surface information such as the air temperature at 2 m height is diagnosed.

Some physical processes are improved in HAL from JMA/SiB. The overly simplified snow and
soil processes in JMA/SiB are not used in HAL. The ground heat flux is calculated not by the force
restore method but by solving heat conduction equations with temperatures of the lower (snow or soil)
layers. When the snow water equivalent (SWE) is less than ~20 mm, partial snow is realized. For the
estimation of stomatal resistance, in addition to the original JMA/SiB method, a new option for

biochemical photosynthesis process is available that is able to output some variables for the terrestrial
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carbon model (Section 8.1) and to evaluate the CO: flux between the land surface and the atmosphere.
In JMA/SiB, many vegetation parameters depend only on 13 vegetation types. In contrast, in HAL, the
default values, which depend on the types, are replaced by more appropriate values based on
observational data at each grid point.

The snow submodel SNOWA can have more snow layers™ than SiB0109. The number of layers
depends on the SWE and the snow accumulation history. The top layer is typically 10 mm SWE in
thickness, and the thicknesses of the 2nd to 7th layers are 20 mm SWE. The lowest (8th) layer receives
discharge from all the layers above it. Each layer also has an upper and lower SWE limit value. If the
SWE of a snow layer exceeds the upper limit, the layer is divided into 2, and if it falls below the lower
limit, the snow layer is combined with the layer beneath it. Therefore the snow properties are not
affected by numerical diffusion so much.

The predicted variables for snow are temperature, SWE, density, and the aerosol contents™ of each
layer. To predict the temperature, heat conduction equations are solved where the upper boundary
condition is the ground heat flux calculated by the upper submodel (SiByl). When the temperature of
each layer is higher than —1 °C, a water phase change occurs. If the mixing ratio of liquid water is more
than 10%, the excess liquid water drops into the layer below. If the temperature of the uppermost
underlying soil layer is higher than 1 °C, the excess energy is used for melting the snow at the bottom
of the layer, and the meltwater infiltrates into the soil. SNOWA also has some snow albedo schemes
(options). The default setting uses the aerosol mixing ratio (Aoki et al., 2003), and in another option the
albedo is predicted and changes depending on the temperature (Aoki and Tanaka, 2008).

The soil submodel SOILA is composed of 14 soil layers with depths of 2, 3, 5, 10, 10, 20, 30, 30, 40,
100, 100, 150, 200, and 300 cm, for a total depth of 10 m™. There are 5 layers in the top 30 cm, which
allows diurnal temperature changes to be simulated. The temperature of each layer is predicted by
solving heat conduction equations, where the upper boundary condition (heat flux) is given by an
upper submodel (SiByl or SNOWA). The number of layers in which soil moisture is predicted depends
on the vegetation type. For example, in forest grids, soil moisture is present in the uppermost 11 layers
(the upper 350 cm), in grass grids in the uppermost 9 layers (150 cm), and in desert grids in the

uppermost 6 layers (50 cm). The infiltration flux of liquid water is estimated by solving the Darcy

*1  The maximum number of snow layers and the typical upper and lower limits of SWE in each layer can be arbitrarily set by a user.
The values described above are model defaults.

*2  Depending on the snow albedo schemes selected, the aerosol contents can be replaced with other parameters.

*3  The number of soil layers and their depths can be arbitrarily set by a user, with some limitations.. The values described above are
model defaults.
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equation, in which hydraulic conductivity depends on the soil moisture. Drainage (gravitational
runoff) occurs from the bottom layer, and surface runoff occurs from the top layer. The phase change of

water occurs between —1 °C and 1 °C, and in colder regions the soil is frozen.

3.7. Ocean surface processes

In this section, the modeling of sea-surface and sea-ice surface processes is described. An
important function of the ocean surface scheme is the calculation of turbulent heat, moisture, and
momentum fluxes. The atmospheric variables, the (skin) surface temperature, and the fluxes are
determined at the same time by the implicit method from the vertical diffusivity, which is calculated in
the PBL scheme. The fluxes are calculated by the generally used bulk method. The bulk coefficients are
from Louis (1979) and Louis et al. (1982), except those for turbulent fluxes in the unstable state, which

are from Miller et al. (1992).

3.7.1. Sea surface

Sea-surface temperature (SST) is fixed during each time step in the calculation of the fluxes over
the sea surface. When the conventional sea-surface scheme is used, SST is read from a boundary
conditions file (bulk SST) in a typical AGCM experiment. It is set to the same temperature as that in the
tirst layer (typically a few meters thick) of the OGCM in a typical CGCM simulation. However, when
the simple skin SST scheme described here is used, the skin temperature provided by the scheme is

used in the AGCM as the lower boundary over the sea surface .
Simple skin SST scheme

This scheme is designed to represent short-term temperature variation (e.g., diurnal variation) at
the air-sea interface caused by short-term variations in wind and solar radiation (Fig. 8). The interface
temperature is estimated from the heat fluxes to the atmosphere and from the bottom of the layer.
Since the sub-skin layer is empirically known to be apt to mix with the underlying layer under windy
conditions, the coefficient for the heat flux from the bottom of the layer depends on wind speed, being
larger when the wind is stronger (Kawai and Wada, 2007).

This scheme has one sub-skin layer with a linear temperature profile within the layer, and its
thickness (hs) is 1 m. The temperature at hs/2 depth is the sub-skin SST (Ts), which is the prognostic
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Figure 8  Conceptual illustration of the simple skin SST scheme

variable in the force restore method. The temperature at the bottom of the layer (Tb) is set as “bulk SST”
in this scheme. In AGCM, the bulk SST, Ty, is read from the boundary condition file, and in CGCM it
is the first-layer temperature of the OGCM. The temperature at the top of the layer (T) is the interface
SST, and is used for calculation of the fluxes at the next step. For simplicity, it is assumed that the
temperature profile in the layer is linear:

Ti=Ty+2(Ts—Tp) =2 Ts— T, (3.39)

The tendency of the sub-skin SST is estimated by the following equation.

p CyhydTs/dt = Fy—F, (3.40)
where p is the density of seawater (1030 kg m=3), Cp is the specific heat of seawater (3930 ] K kg?), Fs is
heat flux from bottom of the layer, and F. is net heat flux to the atmosphere. Fluxes already calculated
in this step are used for F.,, which includes latent heat, sensible heat, longwave radiation, and
shortwave radiation flux. The shortwave radiation fluxes are calculated for visible and near-infrared
wavelengths, taking penetration into account, with the following equation:

R = Rowis(1 — exp(—hy/hpis)) + Rewnir(1 — exp(=hg [hpnir)), (3.41)
where Rsw is solar radiation absorption in the sub-skin layer, Rsweis is net visible radiation at the surface

(downward is positive), hpis is the e-folding depth for visible radiation (23 m), Rswnir is net near-infrared
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radiation at the surface (downward is positive), and hpir is the e-folding depth for near-infrared
radiation (0.35 m). F» is estimated by the bulk equation,

Fro=pCyhy (T, - Ty) /. (3.42)
(Notice that this equation uses Ts that would be changed by F. for numerical stability, thus the method
is an analogy of implicit method.) Here, 7 is the relaxation time of Ts to T» (time constant). Because the
sub-skin layer is well mixed with the underlying layer under windy conditions, z depends on the wind
speed over the ocean. It is assumed that r decreases exponentially as the wind speed increases, as in the
following equation (see the equations in Gentemann et al., 2003, and Fig. 3a in Castro et al., 2003):

7=t exp(-U/U,), (3.43)
where f. is the time constant when the wind speed is zero, U is the wind speed, and U. is the wind
speed when 7 becomes 1/e. Because the typical target timescale of the temperature variation is shorter
than a day (e.g., diurnal cycle), t is set to 24 hours (Ts > Tr). However, it is empirically known that the
sub-skin layer tends to mix with the underlying layer because of unstable stratification when the sub-
skin layer temperature is lower than the temperature of the underlying layer (Ts < Tb); thus, t is set to a
value shorter than 24 hours when Ts > T;. Since the observed skin temperature declines at night (e.g.,
Castro et al., 2003) by one-fourth to one-sixth, t. is set to one-fifth of the daytime temperature. It is
assumed that the relaxation time is 1 hour when Ts > Ty and 12 minutes when Ts < Ty at a wind speed of
10 m/s, so U. is set to 3.15 (= 10/log24). This assumption (i.e., 1/ U. = 0.32) is practical because the wind
effect corresponding to 1/U. has a value of 0.53 or 0.29 (Gentemann et al., 2003) or 0.27 (Castro et al.,

2003).

3.7.2. Sea-ice surface

The sea-ice surface temperature is a prognostic variable even in a general AGCM, and its variation
is calculated at the same time as the sensible and latent heat fluxes by the implicit method. The snow
surface processes are calculated in the same way as those for snow on land when snow (either partial
or full coverage) is on the sea ice. The roughness length is set to a constant (0.001 m). The other
parameters are fundamentally the same as for the sea surface. The temperature at the bottom of the sea
ice and the sea-ice thickness are set to constants during the calculation of fluxes, and are used as lower

boundary conditions in the AGCM. They are input from the OGCM in the CGCM. The snow amount
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(water equivalent) on sea ice is a prognostic variable in the AGCM, and input from the OGCM in the
CGCM, like the temperature at the bottom of the sea ice and sea-ice thickness. The amount of snowfall
and sublimation are output to the OGCM from the AGCM. When there are multiple categories for sea-

ice thickness in a single grid, these values are calculated for each category.
Albedo on sea ice

The formulation of sea-ice surface albedo is fundamentally similar to that in the Los Alamos sea
ice model CICE (Hunke and Lipscomb, 2001). Both the ice albedo and the snow albedo are estimated.
The sea-ice surface albedo is determined as an average weighted by the snow cover percentage, which
depends on the snow amount. However, the parameterization of Aoki and Tanaka (2008), who account
for the albedo decline due to pollution by aerosol deposition, is applied to the estimation of snow
albedo. Moreover, the effect of penetration of solar radiation on albedo is taken into account for both

ice and snow for visible and near-infrared wavelengths, respectively.

3.8. River and lake model
3.8.1. GRiveT

GRiveT (Global River model using TRIP) is the river-flow component (Fig. 9) used in MRI-ESM1.
The river channel is the Total River Integrated Pathway (TRIP, Oki and Sud, 1998), either the 1° x 1° or
the 0.5° x 0.5° version. The land-surface model in MRI-AGCM3 calculates river runoff in all land grids,
and all river runoffs are transported by GRiveT to the river mouths via the river channels. GRiveT also
has a lake in each TRIP grid, which is connected to the lake-surface component in MRI-AGCM3.

The predicted variables in GRiveT are the water masses (W) of river (r) and lake (I) and their

inertial energies (E). The equations governing the water masses are

dwr | dt = ZFrry, + 2Flri, — Frrg, — Frl + Royna (3.44)
dWI1 | dt = Frl — FIr ou + Piate — Elate (3.45)
Frr=a Wr(cdt/ L) (3.46)
Frl=(1-a) Wr (c4t/ L) (3:47)
Flr = Frl + (Wl - Wiyl (3.48)

Here, Frl, Flr, and Frr are the water fluxes; Rowni is the river runoff estimated by the land-surface

component (area weighted average); Puk and Euk are precipitation and evaporation estimated by the
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lake-surface component (area weighted average); c is the river flow velocity (global constant, 0.4 m s1);
At is the time step; L is the distance between the center of the grid and that of the downstream grid; a is
a global constant = 0.5; Wisu is the standard water mass of each lake (the depth is a global constant; 10
m); and 7 is the e-folding timescale of the lake water mass (global constant, O(10 days)).

The inertial energies (E) of river and lake are defined as E = cwater W (T — Tfwz), where cuater is the
specific heat constant of liquid water, T is the temperature, and Tf.: is 273.15 K (freezing point). El is

also affected by the downward heat flux at the lake surface.

Pr E Pr E

MRI-AGCM3

Figure 9  Schematics diagram of the river and lake model GRiveT
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4. Ocean-ice model (MRI.COM3)

The ocean-ice component of ESM is the MRI Community Ocean Model Version 3 (MRL.COMS3).

explains the sea ice model. Section 4.3 explains how MRI.COMS3 is coupled with the atmospheric

component MRI-AGCM3.

Table 2: Features of MRI.COM3

Users are referred to its reference manual (Tsujino et al., 2010) for details. Its basic characteristics are

listed in Table 2. This chapter is organized as follows. Section 4.1 explains the ocean model. Section 4.2

Coordinates General orthogonal curvilinear coordinates
Grid arrangement Arakawa B grid

(Horizontal) (coastline is on the tracer point)
Coordinates o-level over z-level

Grid arrangement
(Vertical)

Partial cell at the lowermost level
Bottom boundary layer (option)

Free-surface

Explicit (Killworth et al., 1991)

Momentum advection

Quasi-enstrophy conservation scheme (Ishizaki and Motoi,
1999)

Sea Ice model
(Thermodynamics)
(Thickness category)
(Dynamics)

Mellor and Kantha (1989)
Hunke and Lipscomb (2006)
Hunke and Dukowicz (2002)

4.1. Ocean model

4.1.1. General features

MRI.COMS is a free-surface, depth-coordinate ocean-ice model that solves primitive equations

using Boussinesq and hydrostatic approximation. A split-explicit algorithm is used for the barotropic
and baroclinic parts of the equations (Killworth et al., 1991). Several upper levels follow the undulation
of sea surface, as in g-coordinate models (Hasumi, 2006). MRI.COM3 can be used to simulate ocean and
sea ice with various specific configurations. Here, we describe the MRI.COM3 specification used as the
ESM component. Section 4.1.2 explains resolution and topography. Section 4.1.3 explains transport
algorithms for momentum and tracers. Section 4.1.4 explains sub-grid-scale mixing. Section 4.1.5

explains the solution procedure. Basic settings are summarized in Table 3.
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Table 3: Settings of MRI.COM3 when used as a component of the ESM

Tripolar grid (singularities of the bipolar grid are at (64°N, 80°E) and

Grid (64°N, 100°W))

1° (zonal), 0.5° (meridional), 50 levels + BBL (Nakano and Suginohara,
Resolution 2002)
(Total: 364 x 368 x 51)

4,5,65,75,9,11.5, 14, 16, 17.5, 18, 18.5, 20, 20.5, 21, 22, 23, 24, 27, 30,
30, 35, 40, 40, 50, 60, 65, 70, 75, 80, 90, 100, 100, 125, 150, 150, 150, 175,
Thickness of vertical grid | 225, 250, 250, 250, 275, 300, 300, 300, 300, 300, 450, 600, 600 (m)

Upper 5 layers: variable

BBL: 50 m

Tracer advection Second-Order Moment (Prather, 1986)
Isopycnal diffusion

Epineutral mixing (6 x102m?s?) +

(coefficients) GM! thickness diffusion

(2.5x 103 x grid-size m? s?)

Horizontal viscosity Smagorinsky-like viscosity with flow-dependent anisotropy
Mixed layer model Noh and Kim (1999), Noh et al. (2005)

Background viscosity and | Tsujino et al. (2000) +
diffusion Tidally driven mixing near the Kuril Islands (St. Laurent et al., 2002)

4.1.2. Resolution and topography

Horizontal resolutions are 1° of longitude and 0.5° of latitude. The model uses the Arakawa B-
grid arrangement, and the coastlines are created by connecting tracer points instead of velocity points.
This feature is useful for coarse-resolution global models because a narrow passage can be represented
by a single velocity cell. A generalized orthogonal coordinate system is used in the Arctic region
(latitudes higher than 64°N, tripolar grid; see Fig. 10).

The model ocean consists of 50 vertical levels plus a bottom boundary layer (BBL; Nakano and
Suginohara, 2002). The thickness of the surface layer is 4 m, and the upper layers above 1000 m are
resolved by 30 layers. The vertical levels shallower than 32 m follow the surface topography, as in o-
coordinate models (Hasumi, 2006), enabling us to obtain a fine vertical resolution near the surface
without causing the uppermost layer to vanish in the southern ocean, where the sea surface height is

significantly lower than in other regions. Vertically partial cells in the lowermost level enable us to

I Gent and McWilliams (1990)
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represent realistic (smooth) bottom topography despite the rather coarse resolution of the lower layers.
BBLs with a thickness of 50 m are added in dense-water formation regions.

Model topography is constructed from the Global Gridded 2-minute Database (ETOPO2v2;
National Geophysical Data Center). The depth of a model grid is obtained by taking an area-weighted
average of the corresponding grids in the ETOPO2v2 data. The topography of the model is modified to
represent important oceanic current systems, including around complex archipelagos such as the

Philippine Islands.

60N —50

-100
-200
30N
-500
—-1000
EQ —2000
-3000
—4000
308
-5000

—-6000

60S

Figure 10 Topography of the ocean model component of ESM. The shades denote the bottom depth in
m. The contours denote geographical latitudes and longitudes. The contour interval of
latitude (longitude) is 10 (20) degree.

4.1.3. Transport algorithm

The generalized Arakawa scheme as described by Ishizaki and Motoi (1999) is used to calculate
the momentum advection terms. This momentum advection scheme conserves total momentum and
energy for three-dimensionally non-divergent flows over arbitrary topographies, and total quasi-
enstrophy ((0v/0x)? or (0u/dy)?) for horizontally non-divergent flows.

A numerical advection scheme based on conservation of second order moments (SOM; Prather,

1986) is employed for advection of all tracers (temperature, salinity, and biogeochemical tracers). The



TECHNICAL REPORTS OF THE METEOROLOGICAL RESEARCH INSTITUTE No.64 2011

SOM scheme is computationally stable and almost free from numerical diffusion, so it can reproduce

realistic tracer distributions in OGCMs (e.g., Hofmann and Maqueda, 2006).

4.1.4. Sub-grid-scale mixing

A flow-dependent anisotropic horizontal viscosity scheme (Smith and McWilliams, 2003) is
adopted to reduce the viscosity in the direction normal to the flow (vn). The viscosity in the flow
direction (vr) is set as Smagorinsky-type harmonic viscosity (Smagorinsky, 1963), vr = (44/m)’|1 DI,
where 4 is the grid size and |D| is the strain rate. An anisotropic viscosity, v~ = 0.2 xvr, allows the
equatorial undercurrent to be narrow and swift, as observed. At the lateral boundary, vv is set to be
half of vr to produce a Munk boundary layer.

The following parameterizations are used for epineutral mixing processes: isopycnal diffusion
(Redi, 1982; Cox, 1987) with a coefficient 500 m? s! and eddy-induced transport parameterized as
isopycnal layer thickness diffusion (Gent and McWilliams, 1990) with a coefficient proportional to the
grid size (250 m? s! for 100 km).

The vertical diffusivity and viscosity are set by the turbulence closure model (Noh and Kim, 1999;
Noh et al., 2005). The background vertical diffusivity consists of a horizontally uniform vertical profile,
as proposed by Tsujino et al. (2000), and a parameterization for the tidally driven mixing (St. Laurent et
al., 2002) near the Kuril Islands and the Sea of Okhotsk.

Seawater densities are calculated by an accurate equation of state (Tsujino et al., 2010). The
vertical gravitational instabilities calculated by the model are completely eliminated at each time step

by a convective adjustment scheme.

4.1.5. Solution procedure

Surface fluxes from the atmospheric component are received at the beginning of a coupling
interval, and the ocean-ice component is subcycled while maintaining the global sum of the received
fluxes. The relevant processes are solved in the following order.

After the local adjustments explained in section 4.3, the fluxes are used to solve the evolution of

sea ice (section 4.2) and the fluxes received by the ocean are determined. Using these fluxes, the core
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parts of the ocean model, the continuity equation, the baroclinic part of the momentum equation, the
barotropic part of the momentum equation, and the tracer equations are solved in the order listed. The
evolved states are checked for static stability, and the turbulence closure model is solved to determine
vertical mixing coefficients for the next time step.

Snapshots of surface properties are sent to the atmospheric component at the end of each
coupling interval.

Basically, a leap-frog scheme is employed for a time-integration. By default, the Matsuno (Euler-
backward) scheme is used once per 12 time steps to suppress computational noise. This interval can be
changed at run time by using a namelist parameter. A common time step is used for all processes
except for the barotropic part of the momentum equation (the time step of which is independently
specified). Starting at the same time as the baroclinic part, the barotropic part is subcycled (by the split-
explicit method) and integrated for two baroclinic time steps. The average state during these two
baroclinic time steps is returned. Typically, the time step of the ocean-ice component is 30 minutes and

that of the barotropic part is 1 minute.

4.2. Seaice model

4.2.1. General features

The sea ice part solves the fractional area, heat content, thickness, and the transport of ice
categorized according to its thickness and the dynamics of the grid-cell-averaged ice pack. Heat, water,
salt, and momentum fluxes are exchanged with the atmosphere and ocean. Using Scup, the sea ice part
sends surface temperature, interior temperature, snow and ice thicknesses, and fractional area to the
atmospheric component, and receives surface fluxes calculated by that component. The ice model is
part of the ocean model and ice-ocean exchange processes are internal.

The thermodynamic part is based on Mellor and Kantha (1989). For processes that are neither
explicitly discussed nor included by Mellor and Kantha (1989), such as categorization by thickness,
ridging, and rheology, we adopt those of the Los Alamos sea ice model (CICE; Hunke and Lipscomb,
2006). The formulation and solving procedure of each process are briefly presented in later sections.

See the MRI.COM reference manual (Tsujino et al., 2010) for details.
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The fundamental property that defines the state of sea ice is its fractional area as a function of

location (x, y) and thickness (hi). The equation for this distribution function, g(x,y,hi), is expressed as

follows:
o(gh o(gh
a_g: a (fg)— 1 (g y/ul)+ (g ,uvl) _ (41)
ot oh, hoh, | ou oy

where f is the thermodynamic growth rate of ice thickness, (u1, v1) is the velocity vector of an ice pack,
and y is the rate of change of the distribution function caused by mechanical ridging. We discretize the
thickness into five categories, separated at H. = 0.0, 0.6, 1.4, 2.4, 3.6, and 30.0 m. The fractional area of

the n-th category (ax) is defined as follows:

Hpy
a, =j adh 4.2)

Hp—1

Other major variables, ice and snow thickness, surface temperature, bottom temperature and
salinity, and internal energy of ice, are defined for each category. Velocity is defined for an ice pack, the
total ice mass in a grid cell. In the vertical direction, both ice and snow have one layer; the heat capacity
of sea ice, but not of snow, is considered. The heat capacity of sea ice is due to brine and is represented
by the temperature at the center of the ice. It is assumed that sea ice has the same energy (temperature)
throughout the layer.

The growth rate of ice thickness is computed by solving thermodynamic processes (Section 4.2.2).
Using this growth rate (f), thickness categories are remapped according to the first term on the right-
hand side (r.h.s.) of Eq. (4.1) (Section 4.2.3). To compute the velocity of an ice pack (u1, vi), we have to
solve the momentum equation (Section 4.2.4). When the ice distribution is transported (second and
third terms on the r.h.s. of Eq. (4.1)), other conservative properties such as volume and energy are also
transported (Section 4.2.5). The ridging process (y; fourth term on the r.h.s. of Eq. (4.1)) is solved with

the transported ice distribution function (Section 4.2.6).

4.2.2. Thermodynamics

In considering the thermodynamics, the thermal energy of sea ice should be defined. The energy

base (i.e., zero energy) is defined here as that of seawater at 0 °C. The thermal energy (enthalpy; E(T1,r))
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of sea ice with temperature T: (<0 °C) and brine (salt water) fraction r is the negative of the energy

needed to raise the temperature of the ice to 0 °C and melt all of it:
E(T,r)=r(C,T)+(1-r)-L;+C,T) (4.3)

where Cp and Gyi are the specific heats of seawater and sea ice, respectively, and Lr is the latent heat of

melting/freezing. The brine fraction of sea ice is ¥ = S1/ S = mSi/T1, where Si (= 4.0 practical salinity units;

psu) is the salinity of ice, T: is the temperature of ice defined at its center, and m determines the

freezing temperature as a function of salinity.

Heat fluxes relevant to thermodynamic processes are surface heat fluxes from the atmosphere
(short- and longwave radiations, latent and sensible heat fluxes), heat conduction within ice and snow,
and heat fluxes between the ice bottom and the first ocean layer.

Operations to solve sea ice thermodynamic processes proceed as follows.

If the temperature of the first layer of the ocean model is below the freezing point as a function of
salinity, the temperature is set to the freezing point, and the heat needed to raise the temperature,
regarded as the release of latent heat, is used to form new and frazil ice. For a grid cell without sea ice,
the initial ice thickness is set to 0.1 m and the fractional area is determined from the ice volume. For a
grid cell where sea ice already exists, the grid mean thickness is added to each category and to open
water.

The surface temperature at the top surface is computed so that the fluxes on both sides, the
atmospheric heat flux and the ice interior flux, are the same. A semi-implicit method is adopted. If a
new surface temperature is below the freezing point, melting does not occur. If it is not, the surface
temperature is set to the freezing temperature (mSr), and the heat flux in the ice interior is re-evaluated.
The amount of melting is obtained from the imbalance.

In the ice interior, thermal energy changes according to the vertical heat flux budgets in the upper
and lower parts of the ice.

At the bottom, the balances of the heat and salt fluxes, which involve the heat flux in the ice
interior, fluxes caused by freezing or melting at the interface, and fluxes caused by molecular diffusion
in the surface skin layer, are imposed and solved simultaneously. The same operation is applied to the

open water using the air-sea flux (without solar radiation) and the surface skin layer flux.
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Solar radiation in the infrared band is absorbed at the top surface. A fraction of radiation in the
visible band penetrates into the ice layer and attenuates with an e-folding scale of 1.4 m™!, warming the

ice interior. The remainder penetrates into the ocean.

4.2.3. Vertical remapping

After the thermodynamic processes are solved, the resultant ice thickness in some thickness
categories might not be within the specified bounds. Following the same method as that used in CICE,
we assume that there is a thickness distribution function in each category and use it to redistribute the
new thickness distribution into the original categories. Specifically, a thickness category is regarded as
a Lagrange particle, and the category boundaries are displaced as a result of thermodynamics. The
growth and melting rate in each category is linearly interpolated to obtain a the displacement speed of
the category boundary. A linear thickness distribution function is assumed within each displaced

category, and ice is remapped into the original categories by using these functions.

4.2.4. Dynamics

The equation of motion used for an ice pack is that for a continuous medium, as follows:

O0(Ahu 1 oh
Pr _( at/ 1) —,01Ah1fV1 =—,01Ah1gh—a+F#(G)+A(TAIﬂ +z'10#) (4.4)
i
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where A is concentration, &1 is thickness, and pr is density of an ice pack. An ice pack is forced by stress
from wind at the top (za) and stress from oceanic currents at the bottom (7;0). The motion is also
affected by the Coriolis force (the terms with the Coriolis parameter f), the sea-level slope (), and the
internal stress of the ice (F(o)).

To estimate the internal stress, the elastic-plastic-viscous (EVP) model by Hunke and Dukowicz
(2002) is adopted as the constitutive law (the relation between stress and strain rate). The EVP model is
a computationally efficient modification of the viscous-plastic model (Hibler, 1979). The EVP model

treats the ice as an elastic medium, and a large local force is released by elastic waves, which would be
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damped within the timescale of the wind forcing. The dynamics scheme is subcycled within the

thermodynamic time step.

4.2.5. Transport

Fractional area, snow volume, ice volume, ice energy, and ice surface temperature of each
category are transported using the drifting velocity of the ice pack. A multidimensional positive
definite advection transport algorithm (MPDATA; Smolarkiewicz, 1984) is used. The MPDATA scheme
is suitable for the transport of ice because all transported properties should be sign-definite in the ice

model.

4.2.6. Ridging and adjustment

As a result of advection, the sum of the fractional areas of a grid cell might exceed one, especially
where the velocity field is convergent. In such a case, it is assumed that ridging occurs in the ice to
yield a sum equal to or less than one. Even if the sum is less than one, ridging or rafting might occur
where the concentration of ice is high. The ridging rate is a function of deformation rates. The ridging
scheme of MRI.COMS3 follows that of CICE, as detailed in the MRI.COM3 reference manual.

Finally, the part of snow that is below freeboard in accordance with Archimedes’ principle

absorbs seawater to become sea ice. The appropriate amount of salt is extracted from the ocean.

4.2.7. Solution procedure

The sea ice model is called from the ocean model once during each oceanic time step. Thus, the
time step of the processes except for the dynamics (momentum equation) is the same as that of the
ocean model. The momentum equation is subcycled. Typically, the time step for the thermodynamics is
30 minutes and that for the momentum equation is 1 minute (the time steps can be specified by the
user at run time).

The sea ice model uses the forward scheme of time integration and is not called from the ocean
model in the backward phase of the Matsuno (Euler-backward) scheme. The momentum equation uses

the backward scheme.



TECHNICAL REPORTS OF THE METEOROLOGICAL RESEARCH INSTITUTE No.64 2011

All variables except for ice pack velocity and stresses are defined at the tracer point of Arakawa’s
B-grid arrangement. Spatial discretization for transport and momentum equations uses the centered

difference.

4.3. Exchange of properties with the atmospheric component

The exchange of properties with the MRI-AGCM3 atmospheric component is realized by using
the simple Scup coupler developed by Yoshimura and Yukimoto (2008). The coordinate transformation
tables in both exchange directions should be prepared prior to integration. The coupling interval can be
specified by the user at run time. It should be a common multiple of the time steps in the atmosphere
and ocean components. It is normally set to 1 hour. The time step for the ocean model is normally 30
minutes.

The boundary between MRI-AGCM3 and MRI.COM3 is placed at the bottom of the atmosphere.
The fluxes above the boundary are computed by MRI-AGCM3 and received by MRI.COM3 at the
beginning of a coupling interval (section 4.3.1). Sea-surface properties are sent to MRI-AGCM3 at the

end of a coupling interval (section 4.3.2).

4.3.1. From atmosphere to ocean

Surface fluxes are calculated in MRI-AGCM3 and accumulated during a coupling interval. The
mean fluxes during this interval are then sent to MRL.COMS3. Thus, MRL.COM3 uses the surface fluxes
averaged over the last 1 hour. These fluxes are kept unchanged during a coupling interval.

The following properties are exchanged.

Grid cell mean:

. Precipitation

. Sea-level pressure

. Scalar wind speed above seawater at 10 m height
. Surface wind stress on seawater

. Scalar wind stress (friction velocity) on seawater
. Scalar wind speed above sea ice at 10 m height
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. Surface wind stress on sea ice

. Scalar wind stress (friction velocity) on sea ice
. Water flux due to river discharge

. Heat flux due to river discharge

. Water flux due to iceberg discharge

. Heat flux due to iceberg discharge

Separated into open-water and ice-thickness categories:
. Net long-wave radiation (upward + downward)

. Latent heat flux

J Sensible heat flux

. Net shortwave radiation (direct and visible)

. Net shortwave radiation (diffuse and visible)

. Net shortwave radiation (direct and near infrared)
. Net shortwave radiation (diffuse and near infrared)
. Evaporation/condensation/sublimation

. Surface skin temperature

. CO2 flux at the sea surface

4.3.2. From ocean to atmosphere

The following properties (snapshots) are sent to MRI-AGCM3 at the end of a coupling interval.
. Temperature in the first level
. Salinity in the first level

. Velocity vector in the first level

. Fractional area of ice pack (all categories)

. Ice thickness (all categories)

. Snow thickness (all categories)

. Temperature at the ice or snow surface (all categories)
. Interior temperature of ice (all categories)

. Oceanic pCO2



TECHNICAL REPORTS OF THE METEOROLOGICAL RESEARCH INSTITUTE No.64 2011

4.3.3. Use of surface fluxes and adjustment for conservation

The atmospheric component evaluates surface fluxes, and the ocean-ice MRI.COM3 component
uses these fluxes to solve the evolution of sea-surface states and the growth and melting of sea ice.

The surface fluxes are kept basically unchanged in MRI.COM3 during a coupling interval. The
following three-step procedure is used to ensure conservation. First, a numerical error that could arise
during coordinate transformation is adjusted: Globally averaged total fluxes of heat and freshwater are
evaluated before and after the transformation. The difference in the globally averaged heat fluxes is
added to the total long-wave flux and that in the freshwater fluxes is added to precipitation or
evaporation, depending on the sign of the difference.

Second, the evolution of the sea ice area during a coupling interval is considered because it would
immediately result in changes to the globally averaged fluxes. These changes are evaluated at each
time step, and global flux adjustments are imposed on the heat flux and freshwater flux as in the first
step.

Finally, the evolution of ice surface temperature is considered. Without a feedback mechanism
(i.e., with fluxes fixed), the ice surface skin temperature obtained by imposing the flux balance would
exhibit unstable behavior. To prevent this, the ice surface skin temperature used for evaluating upward
blackbody radiation is updated at each time step of MRI.COM3 during a coupling interval. The
resultant inconsistencies in total longwave fluxes are averaged globally and added to the heat flux
between ice and ocean. Thus, the residual flux is consumed by the ocean. Note that the sum of heat flux

adjustments arising from these procedures is typically less than 1 W m=2.
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5. Aerosol model (MASINGAR mk-2)

Atmospheric aerosols influence the climate by perturbing the Earth’s radiation budgets in several
ways. A direct radiative effect is caused by the direct scattering and absorption of atmospheric
radiation by aerosols. An indirect radiative effect is caused by aerosols also acting as cloud
condensation nuclei, which affects properties of clouds such as cloud albedo (Twomey, 1974; Twomey,
1991), precipitation formation, and cloud lifetime (Albrecht, 1989). Absorptive aerosols such as black
carbon or mineral dust warm the atmosphere and reduce solar radiation at the surface, which increases
atmospheric stability. Absorptive aerosols can locally inhibit cloud formation or reduce cloud cover by
heating cloud droplets. This effect is called the semi-direct aerosol effect (Hansen et al., 1997).
Moreover, absorptive aerosols deposited on a snow surface reduce the albedo of the snow surface and
enhance the melting of the snow (Hansen and Nazarenko, 2004).

In MRI-ESM1, atmospheric aerosols are calculated with a global aerosol model called
MASINGAR mk-2 (Model of Aerosol Species in the Global Atmosphere), which is coupled with the
Scup coupler library (Yoshimura and Yukimoto, 2008). MASINGAR mk-2 is an improved version of
the MASINGAR aerosol model (Tanaka et al., 2003) modified to work as a component of MRI-ESM1.
The model treats five aerosol species: non-sea-salt sulfate, black and organic carbon, sea salt, and
mineral dust. The grid resolution of the model is variable, and can be different from that of the coupled

AGCM.

5.1. Coupling with the atmospheric general circulation model MRI-AGCM3

The aerosol model receives the meteorological fields and surface conditions from the AGCM
through the coupler. The meteorological fields include horizontal wind components, air temperature,
specific humidity, convective mass flux, precipitation and evaporation with convective and large-scale
clouds, the vertical eddy diffusion coefficient, and surface pressure. The surface conditions include
near-surface wind speed, surface air temperature, ground temperature, snow amount, land-use type,
vegetation amount, and leaf area index. The MASINGAR mk-2 aerosol model sends the concentrations
of the five aerosol species and the deposition fluxes of absorptive aerosols (black carbon and mineral

dust) to MRI-AGCM3 to be used in calculations of the direct and indirect radiative effects of the
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aerosols and of the snow albedo. The sea-salt aerosol is calculated in 6 size bins in the aerosol model,

but is sent in 2 bins (smaller and larger than 1 pm).

5.2. Coupling with the chemistry climate model MRI-CCM2

The interaction of aerosols with atmospheric chemistry is incorporated into MRI-ESM1 by
coupling of the MASINGAR mk-2 aerosol model with the MRI-CCM2 atmospheric chemistry model,
which is described in section 6. MASINGAR mk-2 receives concentrations of OH, H202, HOz, O3, NOs3,
and O(®P) for the calculation of chemical reactions involving the sulfate aerosol. If MRI-CCM2 is not
coupled with MRI-ESM1, then MASINGAR mk-2 uses monthly averaged concentrations of the
chemical species pre-calculated by MRI-CCM2. On the other hand, MASINGAR mk-2 sends the three-
dimensional surface area density of the aerosols to MRI-CCM2, enabling it to incorporate

heterogeneous chemical reactions on the aerosol surface.

5.3. Processes in the global aerosol model
5.3.1. Atmospheric transport

Atmospheric transport is calculated using a semi-Lagrangian advection scheme and schemes for
sub-grid turbulent vertical diffusion and convective transport. The vertical eddy diffusion coefficient is
taken from that of water vapor, calculated in the AGCM. Convective transport is calculated using the
updraft mass flux from the cumulus convection scheme (AS-type or Yoshimura scheme) in MRI-
AGCM3.

Aerosol particles are subject to gravitational settling relative to air motion and are assumed to fall
with the terminal velocity Vs. The terminal velocity Vs is calculated under the assumption that the
particles are spherical as

2C.(p,-pgr,

%
S 9

, (5.1)

where p. is the air density; py and 7, are the density and radius of the particle, respectively; g is
gravitational acceleration; and u is the viscosity of the air. Cc is the Cunningham slip-flow correction,

expressed as
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C. =1+ Kn[A + Bexp(-C/ Kn)] (5.2)

where Kn is the Knudsen number for air, and the coefficients A, B, and C are set to 1.257, 0.4, and 1.1.

5.3.2. Dry and wet deposition processes

Dry deposition is parameterized by the resistance-in-series model (Seinfeld and Pandis, 1997),
which includes turbulent impaction and gravitational settling. Wet deposition is distinguished
between in-cloud and below-cloud scavenging and is also categorized by cloud type (convective or
large-scale) and species (aerosol or gas; accommodation with water droplets). For in-cloud scavenging
by large-scale precipitation, we used the parameterization developed by Giorgi and Chameides (1986).
Both the dry and wet deposition schemes for sea salt and mineral dust aerosols are particle-size
dependent.

For water-soluble gases such as SOz, wet scavenging is calculated simultaneously with the
aqueous-phase chemistry. The fraction of a water-soluble gas that is in liquid water is assumed to
follow Henry’s law of equilibrium, which is temperature and pH dependent. The rate of wet
deposition is calculated as the ratio of the new rainwater formation rate to the total water in the grid
box (cloud water plus rainwater formation). At temperatures below 20 °C, all cloud droplets are
assumed to be frozen and precipitation is assumed to be snow; thus, wet scavenging of water-soluble
gases is ignored, whereas aerosol particles are assumed to be scavenged by either rain or snow.
Evaporation of rainwater is considered when calculating the wet deposition rate. When evaporation
occurs, a fraction of the trace elements is released back to the air. This fraction of released trace

elements is assumed to be proportional to the amount of evaporated rainwater.

5.3.3. Emission processes and chemical reactions

For the emission processes of anthropogenic sulfur compounds and carbonaceous aerosols,
prescribed emission inventories are used. The emissions of oceanic DMS, sea salt, and mineral dust are

calculated from the meteorological and surface conditions.



TECHNICAL REPORTS OF THE METEOROLOGICAL RESEARCH INSTITUTE No.64 2011

Sulfate

The emission and formation of sulfate aerosol is based on Tanaka et al. (2003), but some
modifications are applied. Sulfate aerosols are mainly formed from gaseous and aqueous phase
reactions of SO2 and DMS. Emissions of SO2 from fuel consumption, ships, and biomass burning are
taken from prescribed inventories. The global source distribution from volcanos is taken from GEIA (Andres
and Kasgnoc, 1998).

Emission of DMS from the ocean is calculated as a function of the surface seawater DMS
concentration and its piston velocity. Climatological monthly averaged surface seawater DMS
concentrations are adopted from Kettle et al. (1999). The piston velocity of DMS is calculated as a
function of the 10-m wind velocity and the Schmidt number of DMS at the sea-surface temperature.
This model implements two parameterizations of DMS piston velocity. First, the widely used empirical

scheme of Liss and Merlivat (1986) is employed as the default scheme:

o

SCpums (TSST )

. (5.3)
Scco, (20)

koms =

where a is an empirical parameter that is —2/3 if wind speed at 10 m height (U1o0) is below 3.6 m s and
—1/2 otherwise. Sccoz(20) is the Schmidt number of CO: at the sea surface temperature of 20 °C (= 595),
Scoms(Tsst) is the Schmidt number of DMS at sea-surface temperature Tsst (°C) calculated by the
formula of Saltzman et al. (1993),

SC s = 2674.0 —147.12 T, +3.726 T — 20.038T ., (5.4)

The coefficient k. is expressed as a function of Uio:

0.17U,, for U,, <3.6ms™
k, =12.85U,, - 9.65 for3.6 <U,, <13ms™ (5.5)
59U,, —49.3 for U,, > 13ms

To reduce computational costs, hydrogen sulfide (H2S), carbon disulfide (CSz), methane sulfonic
acid (MSA), dimethyl sulfoxide (DMSO), and dimethyl sulfone (DMSO2) are not considered.

For the formation of stratospheric sulfate aerosols, carbonyl sulfide (OCS) and SOs are added.
Because the lifetime of OCS is very long and its mixing ratio is almost stable, the mixing ratio of OCS is

assumed to be a constant at 500 pptv near the ground.
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Black and organic carbon

Carbonaceous aerosols are classified as BC or OC. We assume that 80% of BC and 50% of OC are
emitted as hydrophobic material, following Cooke et al. (1999). We also assume that the hydrophobic
carbonaceous aerosols become hydrophilic over time, with an e-folding time of 1.2 days. Hydrophobic
carbonaceous aerosols are scavenged by dry deposition only, whereas hydrophilic carbonaceous
aerosols are scavenged by both dry and wet deposition. No chemical sinks for carbonaceous aerosols
are assumed in this model. The particle densities of OC and BC are assumed to be 1.5 and 1.25 g cm=.

Sources of carbonaceous aerosols are roughly divided into anthropogenic emissions, biomass
burning, and volatile organic compound (VOC) gas emissions. Emissions of BC and OC from fuel
consumption, ships, and biomass burning, and emission of BC from aircraft are taken from prescribed
inventories. In the production of OC aerosol from the terrestrial emission of VOCs, we assume that
terpene is converted to OC by gas-to-particle conversion. The monthly mean terpene emission
inventory is adopted from the 1° x 1° resolution maps of GEIA databases (Guenther et al. 1995). We
assume that 10% of emitted terpene is converted to OC aerosol. This secondary source of OC accounts
for 11.8 TgC yrL.
Sea salt

Sea-salt aerosol is logarithmically divided into size bins ranging from 0.2 to 20 um in diameter.
The number of size bins is reduced from 10 of previous version (Tanaka et al. 2003) to 6, considering
the computational cost of long-term climate simulations. Strong winds over the ocean surface produce
sea salt, indirectly by bursting air bubbles during whitecap formation and directly by spume
production. We adopted the empirical parameterization of the production mechanisms developed by
Gong (2003), who improved the parameterization of Gong et al. (1997) and Monahan et al. (1986). The

density function dF/dr (particles m= s um™) of the sea-salt production rate by indirect mechanisms is

By 137305 (1400577 1000l ) (5.6)

dr

where Ui is the wind speed at 10 m (m s™) and r is the particle radius (um). The parameters A and B

are defined as

~1.44

A=4790+6r)*" (5.7)
B =(0.433 —logr)/0.433 (5.8)
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Following Gong (2003), the parameter @ is set to 30. Because the size range of the direct
mechanism is larger than the maximum size bin (20um), the direct mechanism is neglected. The sea-
salt emission flux of each size bin is calculated by integrating the formula (5.6) over the size range of

each size bin.
Mineral dust

In this model, the dust emission flux into the atmosphere is calculated according to saltation-
bombardment theory and source areas are determined by vegetation cover, snow cover, land-use type,
and soil type. Here, we briefly describe the calculation of the dust emission flux. Tanaka and Chiba
(2005, 2006) give more detailed descriptions for the treatment of mineral dust aerosol.

The mobilization of soil particles is initiated when the friction velocity on a bare surface (1)
exceeds a threshold value called the threshold friction velocity (u+), which is calculated using the
formula of Shao and Lu (2000) with the soil moisture factor (fv) of Fécan et al. (1999),

D
w, (D)= f, \/AN(%JF/)LDJ (5.9

where D is the particle diameter, g is gravitational acceleration, p.is air density, ppis particle density, An

=0.0123, and /"= 3 x 10~ kg s2. The factor fv is calculated by

1 wsw,
f (5.10)

. JL+aloow—w, ) W>W

where w is the gravimetric soil water content and wr is the threshold gravimetric soil water content. The
empirical constants 2 and b are set to a =1.21 and b = 0.68.

The dust flux in the size range [D;, Di+1] is calculated by using the theory of Shao et al. (1996),

_ 2 ppy Di+1 ﬂ (D ) ‘o0 ~
AF;O - CA 5 pa J.Di u*tz(Ddd)z p(Dd) dDd J.‘O ﬁl (Ds )Q(Ds) p(Ds) st (511)

where Da is the diameter of emitted dust particles, Ds is the diameter of saltating particles, Q(DJ) is
the mass flux of saltating particles, p(D) is the size distribution of the parent soil, A is the erodible areal
fraction of the model grid, and C is a global tuning factor, chosen to yield an annual global source
strength of about 2100 Tg yr! (Penner et al., 2001).

Following Shao et al. (1996), y ~ 2.5, and f1 and B2 appear as functions of Ds and D,
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B.(D,)=0.125x10"*In(D,)+0.328 x 10~ (5.12)
B,(D, )= exp(-140.7D, +0.37) (5.13)

The saltation flux Q(DS) is calculated with a formula from Owen (1964)

3 2
) CS(DS) Py Usg (1 _ u*t(?s) j Uy, > Us,

o(D,)= g Usg (5.14)
0 Uy, < Uy,
where
c,(D,)=025+ V;(Ds), (5.15)
U

i)

and Vs(Ds) is the gravitational settling velocity of a saltating particle of diameter Ds. The size
distribution of the parent soil is specified by using the global soil texture database of Webb et al. (2000).
The erodible areal fraction A is expressed in the following factorial form:
A=(01-4,)1-4)1-4,)4 4 (5.16)

where Ao, As, Aw, Al, and A: represent the factors of vegetation cover, snow cover, water cover, land-use
type, and soil type. We used the soil-type data set from Zobler (1986), which divides the soil into 106
types, with a horizontal resolution of 1° x 1°. The soil type “lithosol” is excluded as a possible dust
source, because it consists of hard rocks from the mountainous regions, according to Tegen and Fung
(1995). The soil-type erodibility factor is A: = 0 for lithosol, and A¢=1 for other soil types.

The size distribution of mineral dust aerosol is logarithmically divided into size bins ranging from
diameter of 0.2 to 20 um. The number of size bins is reduced fron 10 of previous version (Tanaka et al.

2003) to 6, considering the computational cost of long-term climate simulations.
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6. Atmospheric (Ozone) chemistry model (MRI-CCM2)

Tropospheric ozone is a major greenhouse gas now ranked third following CO2 and CHa (IPCC-
AR4, 2007), whereas the destruction of stratospheric ozone during the most recent several decades by
man-made ozone-depleting gases such as CFCs potentially increases surface ultraviolet radiation (e.g.,
WMO/UNEP, 2007) and impacts on the earth’s climate (e.g., Son et al.,, 2008), especially over the
Southern extra-tropics. The increase in photochemical oxidants near the earth's surface since the
industrial era can also harm humans and vegetation. A CCM for predicting global distributions of
atmospheric trace gases such as ozone along with chemistry—climate interactions is an invaluable tool
for addressing these environmental issues. A CCM developed at MRI (Deushi and Shibata, 2010;
Shibata et al., 2005) called MRI-CCM2 is incorporated into MRI-ESM1 as a component model to
evaluate the impacts of changes in ozone and other trace gases on the earth’s climate. The target region
of MRI-CCM2 is from the surface to the upper stratosphere. In MRI-ESM1, concentrations of
radiatively active gases (ozone, CHs, N20O, and CFCs) calculated by MRI-CCM2 are used in the AGCM
radiation module to consider chemistry-radiation coupling processes. Chemical coupling processes
between trace gases and aerosols can also be considered, wherein MRI-CCM2 takes into account
heterogeneous reactions on sulfate and sea-salt aerosol surfaces using concentrations predicted by the
MASINGAR mk-2 aerosol model. MRI-CCM2 simulates the following processes: chemical conversion
of trace gases, (grid-scale) advective transport, (sub-grid-scale) convective transport and boundary-
layer diffusion, dry and wet deposition, and emissions. MRI-CCM2 incorporates a detailed
tropospheric ozone chemical mechanism, which includes elaborate HOx--NOx-CH4+-CO photochemistry
and a near-explicit degradation mechanism of nonmethane hydrocarbons (NMHCs), and a major
stratospheric ozone chemical mechanism that treats heterogeneous reactions on type I and II polar
stratospheric clouds and sulfate aerosols as well as gas-phase reactions. In all, MRI-CCM2 includes 90
chemical species and treats 243 chemical reactions: 168 gas-phase reactions, 59 photochemical reactions,
and 16 heterogeneous reactions. A hybrid semi-Lagrangian transport scheme is used for chemical
species, in which the advection equation is solved with the mass conservation equation. Emissions of
NOx, CHs, CO, NMHCs, N20, CFCs, and halons include sources from industry, biomass burning,

vegetation, soil, ocean, aircraft, lightning, and cosmic rays.
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The seasonal cycle of the zonal-mean total ozone during 1978-1980 simulated by MRI-ESM1 as a
function of months is compared with observation in Figure 11. The observed ozone is from satellite
measurements by the total ozone mapping spectrometer (TOMS) and solar backscattered ultraviolet
(SBUV) (TOMS/SBUV merged total and profile ozone data sets based on the version 8 retrieval
algorithm; http://code916.gsfc.nasa.gov/Data_services/merged). The model generally captures well the
observed features of the total ozone distribution. In the tropics, the simulated total ozone shows little
bias throughout the year and the seasonal cycle is fairly well reproduced. The model also simulates the
observed seasonal march in the northern extratropics, where a high-latitude total ozone maximum
occurs in the late winter and early spring. In the southern mid-latitudes, however, positive biases of
several tens of Dobson units (DU) are simulated from winter to spring. Figure 12 illustrates latitude—
pressure cross sections of observed and simulated zonal-mean ozone volume mixing ratios in the
stratosphere for January and July. The observations for 1978-1985 are based on SBUV satellite data,
which cover the middle atmosphere from 50 to about 0.3 hPa. The model reproduces well the ozone
core region in the equatorial upper stratosphere centered at 10 hPa, although it slightly underestimates
the volume mixing ratio by up to 1 ppmv. The simulated and observed annually averaged zonal-mean
ozone in the troposphere during the 1990s are shown in Figure 13. The simulated tropospheric ozone
quantitatively captures observed features such as tropical low ozone mixing ratios near the surface
extending upward due to intensive convective activity and sharp vertical gradients in the extratropics

that approximately parallels the tropopause.

oo TOMS_merged Total 03(DU) 1978-1980 oo MRI-ESM1  Total 03(DU) 1970s (30yr ave)

30N
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Figure 11 Month-latitude cross sections of the zonal-mean total ozone (in DU) for TOMS/SBUV
observation averaged over the period of 1978-1980 (left) and the 1970s climatology of the
MRI-ESM1 simulation (right). Contour interval is 20 DU.
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Figure 12 Latitude-pressure cross section of zonal-mean stratospheric ozone mixing ratios (in ppmv) in
January (upper) and July (lower) for SBUV observation averaged over the period of 1978-
1980 (left) and the 1970s climatology of the MRI-ESM1 simulation (right). Contour interval is
1 ppmv.
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Figure 13 Annually averaged zonal-mean ozone mixing ratios (in ppbv) in the troposphere for sonde
observation compiled by Logan (1999) (left) and the 1990s climatology of the MRI-ESM1
simulation (right).
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7. Ice-sheet and Iceberg discharge

SMIST (Simple Model of Ice SheeT) is used as the ice-sheet component of MRI-ESM1. When the
SWE is larger than 10 m over the land surface, the excess snow is taken away from the land surface
model and treated as an iceberg. The ice mass and its energy are passed to SMIST and transported by
SMIST to the ocean through a TRIP channel (Oki and Sud, 1998). The algorithm is almost the same as
the GRiveT algorithm (Section 3.8), but without any lake (2 = 0). The energy E is defined as

E = (cice (T = Ttrez) = L") L.

Here, cice is the specific heat constant of ice, T is the temperature, Tt is 273.15 K (freezing point), L" is
the latent heat of fusion of ice, and I is the ice mass.

SICOPOLIS (SImulation COde for POLythermal Ice Sheets; Greve 1997), a 3-D
dynamic/thermodynamic model that simulates the evolution of large ice sheets, is also planned to be a
component of MRI-ESM1. For the present, the effect of long-term (longer than a millennium) change of

ice sheets can be calculated by a semi-offline method using SICOPOLIS.
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8. Carbon cycle

8.1. Terrestrial carbon cycle

The terrestrial biosphere absorbs CO: from the atmosphere by producing vegetation and releases
CO2 into the atmosphere by decomposition of soil organic carbon. These processes of the terrestrial
biosphere can significantly affect the atmospheric CO: concentration. For example, the terrestrial
biosphere is considered to enhance future global warming by warming-enhanced decomposition of soil
organic carbon (climate—carbon cycle positive feedback, e.g., Friedlingstein et al., 2006). Therefore, the
terrestrial carbon cycle process is an essential component of the earth system model for the accurate
estimation of climate change. The terrestrial carbon cycle model included in MRI-ESM1 is based on
models of the biochemical processes of photosynthesis on the organism-leaf level (Woodward et al.,
1995; Sellers et al., 1996) and on a dynamic global vegetation model on the ecosystem-biogeochemical
level (Sitch et al., 2003). The model is fundamentally improved from the previous MRI carbon cycle
model (Obata, 2007), in which biological processes such as net primary production (NPP) are simply
and empirically represented by meteorological factors such as temperature and precipitation and by a
simple CO: fertilization effect. The simple, empirical processes in the previous model led to
overestimation of NPP at higher temperatures, and would thus lead to the underestimation of
projected warming. This NPP overestimation should be improved by considering more detailed
biochemical and ecosystem processes. The processes of the improved model are briefly described
below.

On the leaf level, the model calculates biochemical photosynthesis processes and the dependence
of CO2 exchange on stomatal conductance, which in turn depends on temperature and soil moisture
(Woodward et al,, 1995). The following information is mainly from Woodward et al. (1995), who
describe the methods and parameters of the model in detail. The model is able to simulate the net
photosynthetic effects of changes in the photorespiratory rate, for example in response to changes in
CO2 concentration or irradiance. The photosynthetic rate of a leaf is determined by the minimum rate
of at least two biochemical processes: [1] the rate of carboxylation W due to the amount, kinetic
properties, and activation state of ribulose bisphosphate carboxylase-oxygenase (Rubisco), and [2] the
rate of carboxylation Wj controlled by the rate of ribulose bisphosphate (RuBP) regeneration in the

Calvin cycle, a process that is limited by the rate of electron transport (Farquhar et al., 1980).
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The net rate of CO2 assimilation implied by these biochemical processes is

Ap=Ve(1-0.5po/r pCO2) - Ry, (8.1)
where the rate of carboxylation Ve = min(W., Wj); po and pCOz are the internal partial pressures of Oz
and COz respectively; 7 is the specificity factor of Rubisco for CO2 relative to Oz and Ra is the rate of
respiration in light due to processes other than photorespiration. Typical values of p, and R« are 21 000
Pa and 0.82 pmol m™ s'. The specificity factor v depends on temperature: z (Tx) = exp( —3.949 +
28.99/0.00831T%x ), where Tk is absolute temperature.
[1] If Rubisco controls photosynthesis, then the carboxylation rate is a hyperbolic function of pCOz:

We = VerxpCOz [ [pCO2 + Ke(1+po/Ko)], (8.2)
where Ve is the maximum rate of carboxylation by Rubisco. The parameters Kc and Ko are Michaelis
coefficients for carboxylation and the competing process of oxygenation by Rubisco (Farquhar et al.,
1980).
[2] If the RuBP regeneration rate controls photosynthesis, then the carboxylation rate depends on the
rate of electron transport J:

Wi =] pCO2/ 4(pCO:2 + po/T). (8.3)
Irradiance drives the electron transport | (e.g., Farquhar et al., 1980).

Stomatal conductance controls the diffusion of CO:z from the atmosphere into the intercellular air
spaces and thus the supply of COz, which affects the rates of carboxylation W. and Wj. Internal CO2
adjusts to balance supply by diffusion and demand by biochemical photosynthetic processes.

The CO: assimilation rate implied by the diffusion gradient in the CO:2 concentration from the
atmosphere to the intercellular air spaces is

A= (pCOzair— pCO2) g5/160, (8.4)
where Aqd is the CO:2 assimilation rate (umol m™ s™), ¢s is stomatal conductance to water vapor (mmol
m2 s71), and pCOzair is atmospheric CO2 partial pressure (Pa). The stomatal conductance is empirically
derived from environmental conditions, modified to account for the effects of soil moisture: gs = ( go(T)
+ g1(T)ARn/pCO2air ) kg(ws), where Ru is the relative humidity of the air surrounding the leaf and A is the
CO2 assimilation rate. The parameter go is the stomatal conductance when Az is zero at the light
compensation point, and g1 is an empirical sensitivity coefficient. The function kg(ws) describes the

response of stomatal conductance to soil water content ws.
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The internal CO2 partial pressure, pCOz, is determined by iteratively solving the nonlinear
equation that arises by setting the assimilation rate implied by the diffusion gradient (Eq. (8.4)) equal to
the assimilation rate indicated by biochemical processes (Eq. (8.1)) with carboxylation rate Ve equal to
the minimum of W and W;.

The model described above is for Cs photosynthesis plants. In the case of Cs photosynthesis plants,
the model can be extended by incorporating a corresponding representation of Cs photosynthesis
(Sellers et al., 1996; Haxeltine and Prentice, 1996), in which CO: fertilization is saturated. The leaf-level
photosynthesis model is calculated with a time interval of 30 minutes to 1 hour in conjunction with the
land-surface model (Section 3.6) of the AGCM. The calculated stomatal conductance is used for water
and latent heat fluxes to the atmosphere in the land-surface model. The calculated net photosynthesis
is averaged over a day or a month and then used to drive the following vegetation model.

On the ecosystem level, the terrestrial biosphere is subdivided into leaves, stems, roots, litter, and
humus. The driving input for the ecosystem is NPP (gross primary production minus plant
maintenance respiration), which is partitioned among leaves, stems, and roots. The carbon content of
each component is predicted by the carbon outflow equivalent to its fractional content, depending on
the component's turnover time, and by carbon inflow from the donor component. The exchange of CO2
between the atmosphere and the ecosystem is evaluated by the difference between NPP and soil
respiration. These calculations are carried out in each terrestrial grid of the AGCM. These basic model
structures are the same as in the previous model (Obata, 2007). In the improved model, the vegetation
consists of 10 plant functional types (PFTs): 8 woody (2 tropical, 3 temperate, 3 boreal) and 2
herbaceous (tropical, temperate) types. Responses of the PFTs, litter, and humus are calculated with
formulations similar to those in the Lund-Potsdam-Jena Dynamic Global Vegetation Model (Sitch et al.,
2003), who describe the methods and parameters in detail.

Each PFT population is characterized by a set of variables describing the state of the average
individual, and by the population density. For woody PFTs, the average individual is defined by its
crown area (m?) and the sizes of three tissue pools (gC): leaf mass, sapwood mass, and fine root mass.
Herbaceous PFTs are treated more simply: population density is arbitrarily set to 1, so that leaf mass
and fine root mass represent grid cell area averages (gC m 2), and sapwood is undefined. Above- and
below-ground litter carbon pools with a turnover time of about 3 years and 2 soil carbon pools with

intermediate (~30 years) and slow (~1000 years) turnover times are defined for the entire grid cell.



TECHNICAL REPORTS OF THE METEOROLOGICAL RESEARCH INSTITUTE No.64 2011

In the calculation, maintenance and growth respiration are subtracted from net photosynthesis,
obtained from the leaf-level biochemical model described above, and tissue turnover reduces
individual plant biomass, with dead leaf and root tissue entering the litter pools. The remaining
photosynthate is allocated to the vegetation parts, satisfying allometric relationships. Litter and soil
organic matter decomposition are driven by seasonal temperatures and soil moisture status. These
calculations are carried out for a time interval of 1 day to 1 month. Population densities are updated
annually based on establishment and mortality. If 20-year mean values of bioclimatic variables fall
outside the PFT's survival limits, the entire population is killed.

In a preliminary trial, the terrestrial carbon cycle model described above was included in an MRI
climate-carbon cycle model (Obata, 2007) based on MRI-CGCM2 (Yukimoto and Kitamura, 2003)
instead of the previous simple terrestrial carbon cycle model. The preindustrial steady state is well
reproduced, with high values of NPP and leaf area index in the tropics because of the warm, wet
conditions (Fig. 14), and a global NPP of 56 GtC yr !, consistent with previous estimates (e.g., Prentice

et al., 2001).

8.2. Oceanic Carbon Cycles

Biogeochemical models [see Tsujino et al., 2010, for details] are composed of inorganic carbon-cycle
and ecosystem component models. In the inorganic carbon-cycle component, pCO: at the sea surface is
determined from dissolved inorganic carbon (DIC) and Alkalinity (Alk) values at the sea surface, which
needs the ecosystem component. The difference in pCO: between the atmosphere and ocean
determines uptake or release of CO:2 from the ocean to the atmosphere, and is essential for simulating
the CO2 concentration in the atmosphere. Inorganic carbonate chemistry and partial pressure physics
are well understood and can be reproduced with fair accuracy. The ecosystem component treats
various biological activities, and gives sources and sink of the nutrients, DIC, Alk, and dissolved
oxygen through these activities, but our knowledge of them is far from complete.

The ocean ecosystem model is based on Oschiles (2001). The prognostic variables for the ecosystem
model are phytoplankton (P), zooplankton (Z), detritus(D), dissolved Inorganic Nitrate (NO3),
dissolved inorganic phosphate (POs), and dissolved oxygen (O:2). The Tracer concentrations follow

advective diffusive equations with source-minus-sink (SMS) terms of exchange between different
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Figure 14 (a) Net primary production and (b) leaf area index in the preindustrial state of the land carbon
cycle model.
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tracers. The units of the SMS terms are (mol m3s7).

SMS(P)=J(I,NO,,PO,)P - ¢,P—¢@,,P> —G(P)Z
SMS(2) = f,G(PYZ ~9,Z ~¢,,Z°
oD

SMS(D)=(1- £)G(P)Z P? 7’ —@,D—w,—
(D)=~ f)GC(P)Z +@ppP” + ¢y, Pl = Wp Oz (8.5-8.10)

SMS(NO,) = @,P+¢,Z +¢,D — J(I,NO,, PO,)P
SMS(PO,) = SMS(NO,)-R,,

SMS(0,) =—SMS(PO,)-R,, - R,,

Here, the grazing function G(P) is gst/ (g+ sz). Other variables and their values are listed in Table 4.

The growth rate of phytoplankton J(I,NO3,POs) is limited by either light or and nutrient levels. For
the nutrient limitation, we adopt optimal uptake kinetics, which assumes a physiological trade-off

between the efficiency of nutrient encounters at the cell surface and the maximum assimilation rate

(Smith et al., 2009).
J_al
J; = e 8.12
1 [Jiax +(a1)2]1/2 ( )
[ =1._,PARexp(~k,Z —k, I OE Pdz) (8.13)
J .. =ab" (8.14)
Jy = VN (N =NO, or PO,) (8.15)
N+2ya,yN +a,,
v =051+ |Zou) (8.16)
’ K

N

Here, Z = z/(0s0 = z/(sin20 /1.332)” 2 is the effective vertical coordinate for a refraction index of 1.33 according to

Snell’s law relating the zenith angle of incidence in air (6) to the angle of incidence in water.

Formulations for the production of DIC and Alk are based on Schmittner et al. (2008, 2009).

Production changes in inorganic nutrients and calcium carbonate (CaCOs), in molar numbers, are
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Table 4 Notations and their values in the terrestrial carbon cycle model

notation  description units value
a Initial slope of P-I curve (W m?2)'day! 0.1d0
a Maximum growth rate parameter day™! 0.2d0
b Maximum growth rate = ab” 1.066d0
c 1.d0
PAR Photosynthetically active radiation 0.43d0
ke Light attenuation due to phytoplankton m-! (mol m3)! 0.03d3
k. Light attenuation in the water m! 0.04d0
kos Half-saturation constant for NOs uptake mol m= 0.7d-3
kros Half-saturation constant for PO4 uptake mol m? 0.d0
Olou Fitting constant for Optical Uptake kinetics 0.19d0
g Maximum grazing rate day™! 1.575d0
€ Prey capture rate (mol m=3)2day! 1.6d6
or Specific mortality/recycling rate st 0.014d0
Qre Quadratic mortality rate (mol m3)1day! 0.05d3
fa Assimilation efficiency 0.925d0
Pz Quadratic mortality of zooplankton (mol m=3)'day! 0.34d3
(0% Excretion day™! 0.01d0
Po Remineralization rate day™! 0.048d0
wo Sinking velocity m day™! 2.d0
Ren Molar elemental ratio (C/N) 7.d0
Ron Molar elemental ratio (O2/N) 10.d0
Rup Molar elemental ratio (N/P) 16.d0
Reacopoc CaFZOs over nonphotosynthetic POC production 0.05d0
ratio
Decacos CaCOs remineralization e-folding depth m 3500.d0
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SMS(DIC) = Sb(PO,)- R, — Sb(CaCO;)
SMS(Alk) = —Sb(NO,) -2 - Sh(CaCO;) (8.17-8.19)
SMS(CaCO,) = Pr(CaCO,) — Di(CaCO;)

Pr(CaCO,) =((1- [)G(P)Z +@ppP? + 02, Z°) Reyco, rpoc - Rey - (8.20)

Di(CaC0,) = [ Pr(CaCO,)dz - (exp(—z/ Dy )) (8.21)
3 3 dz CaCo,

Formulations of air-sea gas exchange and carbon chemistry follow protocols of the Ocean Carbon-

Cycle Model Intercomparison Project (Orr et al., 1999).
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9. Coupler (Scup)

The simple Scup coupler was developed at MRI as a general-purpose coupler for coupling
component models for integration into an ESM. Each component model in MRI-ESM1, the atmospheric
model, ocean-ice model, aerosol model, and atmospheric chemistry model, uses Scup to exchange data
with the other component models. Scup makes it easy to develop an integrated model composed of an
arbitrary combination of these component models.

Scup has several excellent features (see Yoshimura and Yukimoto, 2008, for more details).

e High-speed data transfer is possible owing to direct communication between the parallelized
component model processes via Scup.

o Different coordinates and grids can be used for each coupled component model, since Scup
supports 2-dimensional and 3-dimensional grid transformation with good conservation accuracy.

e Component models to be coupled, variables to be exchanged, and the timing of the data exchange
can be flexibly changed by modifying the settings of the configuration file “‘Scup Namelist’.

e All Scup subroutines are coded with Fortran95, so the Scup library can be compiled on any platform
that has a Fortran95 compiler and an MPI library.

As shown in Fig. 15, distributing the communications reduces the amount of transferred data and
leads to high computational efficiency. Using the settings in the Scup Namelist configuration file, the
models can be executed in parallel or sequentially (Fig. 16); accordingly, we can distribute the

execution of the component models in the most efficient way on the computer being used.

@) OCEAN
ATMOS (3 MPI proc.)
(2MPlproc.) Coupler

CHEMI
(1 MPI proc.)

Figure 15 Schematic diagram of communication with Scup among three component models (ATMOS,
OCEAN, and CHEMI).
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(a) t= =2 t=4 t=6
IATMOS | I |
Restart Restart
file 0ZON file
OZON
(lag=-1)
U(lag=-1) U
file CHEIVIIl I | | | file
t=0 t=2 t= t=6
(b) =0 t=3 t=3 t=6
ATMOS ATMOS
SST SENS SENS
(lag=-1) \(@9=1) [ (ag=—1) \(ag=1)
_—»| Restart
Restart file
file OCEAN OCEAN
t=0 t=3 t=3 t=6

Schematic diagrams for patterns of model coupling. (a) Concurrent coupling, where two
component models are executed concurrently. (b) Sequential coupling, where two component
models are executed sequentially and alternatively at given time intervals.

Figure 16
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2004 £ HA ERERBOE SRS (B EBFFLE, 2006)

Summary of Landfalling Typhoons in Japan, 2004 (Typhoon Research Department, 2006)

SRASHRIE P /KA AR TE D 2003 A EIBRIL RIS (F1L5EK, 2006)

2003 Intercomparison Exercise for Reference Material for Nutrients in Seawater in a Seawater Matrix (Michio Aoyama,
2006)

KRB KOk OB EN T v (LHEH(SFe) DHIE FIEDE AL & SFe BEHET X D RHILEME DRl (FRFE
Z. AR, FHik F. #)IE, 2007)

Highly developed precise analysis of atmospheric and oceanic sulfur hexafluoride (SFs) and evaluation of SF4 standard
gas stability (Takayuki Tokieda, Masao Ishii, Shu Saito and Takashi Midorikawa, 2007)

HERIRBEALIC K 2 B AL O SRZE(LICBIT 2158 (IIBEXKKARE, B - ISHKRVIFEEE, 2008)

Study of Climate Change over Tohoku District due to Global Warming (Sendai District Meteorological Observatory,
Atmospheric Environment and Applied Meteorology Research Department, 2008)

KIS Bl 5 OB FEWFFE - QR K IUBFFEET, 2008)

Studies on Evaluation Method of Volcanic Activity (Seismology and Volcanology Research Department, 2008)

HAICBUT DIEE RS HHED KON A7 OB K 2 GEGHS AT L1285 ¥Ke OHIES A7 L DOHMESD
KTN1995 5 2006 FEORGERR (FHERX, EHER, EEBC, LHEEEA, AT, $iH 5, Hartmut
Sartorius, Clemens Schlosser, Wolfgang Weiss, 2008)

Establishment of a cold charcoal trap-gas chromatography-gas counting system for **Kr measurements in Japan and results
from 1995 to 2006 (Michio Aoyama, Kenji Fujii, Katsumi Hirose, Yasuhito Igarashi, Keisuke Isogai, Wataru Nitta,
Hartmut Sartorius, Clemens Schlosser, Wolfgang Weiss, 2008)

EHIREICE 2 4 EOFHGH B ROt (h B, AR B, MUEEETT, 2008)

Comparison of Data from Four Current Meters Obtained by Long-Term Deep-Sea Moorings (Toshiya Nakano, Hiroshi
Ishizaki and Nobuyuki Shikama, 2008)

CMIP3 XIVFETIVT > TV EFIH U 7R OWFH KR - WK OHEE OKH 52, RS, 174
AL, A B, 2008)

Estimation of the Future Distribution of Sea Surface Temperature and Sea Ice Using the CMIP3 Multi-model Ensemble
Mean (Ryo Mizuta, Yukimasa Adachi, Seiji Yukimoto and Shoji Kusunoki, 2008)

BHIEE D 7 0 —t )b & F W7 /3 YO R B BT B I K Bk O @ksE pHe BIE G 75, GHHES, #*
N, B GEIND AGE, 2008)

Precise Spectrophotometric Measurement of Seawater pHy with an Automated Apparatus using a Flow Cell in a Closed
Circuit (Shu Saito, Masao Ishii, Takashi Midorikawa and Hisayuki Y. Inoue, 2008)
SRR TR T FH /K HEL R BEETEE 0D 20006 42 [E PR3 [A] E B 15 (F1L5E K, J. Barwell-Clarke, S. Becker, M. Blum, Braga E.S.,
S. C. Coverly, E. Czobik, I. Dahllof, M. Dai, G. O Donnell, C. Engelke, Gwo-Ching Gong, Gi-Hoon Hong, D. J. Hydes,
Ming-Ming Jin, & PEJAHE, R. Kerouel, {EARZ T, M. Knockaert, N. Kress, K. A. Krogslund, BEZSIEYE, S. Leterme,
Yarong Li, ¥{HER, EE Z%, T. Moutin, A H &, 7KHEH, G Nausch, A. Nybakk, M. K. Ngirchechol, /N[5,
J. van Ooijen, KXHZ5F1, J. Pan, C. Payne, O. Pierre-Duplessix, M. Pujo-Pay, T. Raabe, 75—, VERERE—ER, C.
Schmidt, M. Schuett, T. M. Shammon, J. Sun, T. Tanhua, L. White, E.M.S. Woodward, P. Worsfold, P. Yeats, 5 %%, A.
Youénou, Jia-Zhong Zhang, 2008)

2006 Inter-laboratory Comparison Study for Reference Material for Nutrients in Seawater (M. Aoyama, J. Barwell-Clarke,
S. Becker, M. Blum, Braga E. S., S. C. Coverly, E. Czobik, I. Dahlléf, M. H. Dai, G. O. Donnell, C. Engelke, G. C. Gong,
Gi-Hoon Hong, D. J. Hydes, M. M. Jin, H. Kasai, R. Kerouel, Y. Kiyomono, M. Knockaert, N. Kress, K. A. Krogslund, M.
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Kumagai, S. Leterme, Yarong Li, S. Masuda, T. Miyao, T. Moutin, A. Murata, N. Nagai, G. Nausch, M. K. Ngirchechol, A.
Nybakk, H. Ogawa, J. van Ooijen, H. Ota, J. M. Pan, C. Payne, O. Pierre-Duplessix, M. Pujo-Pay, T. Raabe, K. Saito, K.
Sato, C. Schmidt, M. Schuett, T. M. Shammon, J. Sun, T. Tanhua, L. White, E.M.S. Woodward, P. Worsfold, P. Yeats, T.
Yoshimura, A. Youénou, J. Z. Zhang, 2008)
L[ERFTIT L R E 7 V(MRLCOM)SE 3 fiUfgait GEBF 1 2, ARFaEde, a)ll—iR, VEEME, fEks, (hE
BB, ZHKRE, GEE (QGPFERmmERFseEr) | 2010)
Reference manual for the Meteorological Research Institute Community Ocean Model (MRI.COM) Version 3 (Hiroyuki
Tsujino, Tatsuo Motoi, Ichiro Ishikawa, Mikitoshi Hirabara, Hideyuki Nakano, Goro Yamanaka, Tamaki Yasuda, and
Hiroshi Ishizaki (Oceanographic Research Department), 2010)
SR R E F g /KRB AETE D 2008 FEEI BRI A S B R s (FF1LGE L, Carol Anstey, Janet Barwell-Clarke, Frangois
Baurand, Susan Becker, Marguerite Blum, Stephen C. Coverly, Edward Czobik, Florence D' amico, Ingela Dahll5f,
Minhan Dai, Judy Dobson, Magali Duval, Clemens Engelke, Gwo-Ching Gong, Olivier Grosso, LB I {&ik,
Fi it =, David J. Hydes, £574JL %, Roger Kerouel, Marc Knockaert, Nurit Kress, Katherine A. Krogslund, REAIEYE,
Sophie C. Leterme, Claire Mahaffey, Y£H{¥3, Pascal Morin, Thierry Moutin, Dominique Munaron, #fH &, Giinther
Nausch, /INI17&5, Jan van Ooijen, Jianming Pan, Georges Paradis, Chris Payne, Olivier Pierre-Duplessix, Gary Prove,
Patrick Raimbault, Malcolm Rose, 75k —ifi, 7THEZH, LiEZE B, Cristopher Schmidt, Monika Schiitt, Theresa M.
Shammon, Solveig Olafsdottir, Jun Sun, Toste Tanhua, Sieglinde Weigelt-Krenz, Linda White, E. Malcolm. S. Woodward,
Paul Worsfold, F5#%%, Agnés Youénou, Jia-Zhong Zhang, 2010)
2008 Inter-laboratory Comparison Study of a Reference Material for Nutrients in Seawater (¥ [LI3& K, Carol Anstey, Janet
Barwell-Clarke, Frangois Baurand, Susan Becker, Marguerite Blum, Stephen C. Coverly, Edward Czobik, Florence D’
amico, Ingela Dahllsf, Minhan Dai, Judy Dobson, Magali Duval, Clemens Engelke, Gwo-Ching Gong, Olivier Grosso,
(s, H e, A HME=, David J. Hydes, £ 7441, Roger Kerouel, Marc Knockaert, Nurit Kress, Katherine A.
Krogslund, R4 IEYE, Sophie C. Leterme, Claire Mahaffey, M4, Pascal Morin, Thierry Moutin, Dominique Munaron,
A E E Z, Ginther Nausch, /N)II7& 5, Jan van Ooijen, Jianming Pan, Georges Paradis, Chris Payne, Olivier
Pierre-Duplessix, Gary Prove, Patrick Raimbault, Malcolm Rose, 7% ik — i, FHERW, EEE R, Cristopher
Schmidt, Monika Schiitt, Theresa M. Shammon, Solveig Olafsdottir, Jun Sun, Toste Tanhua, Sieglinde Weigelt-Krenz,
Linda White, E. Malcolm. S. Woodward, Paul Worsfold, J541%%, Agnés Youénou, Jia-Zhong Zhang, 2010)
RN 2 © 72 5 I RRRER K O T A S5 O R A T ONBR /K TR - B ENEE O TN 20198 (KRER KSR 5 -
B A [IEE 5 A [AR G  REM A [IGE - KIS [R G - R G IS [ e - UM
HREE BB RS LA RIR B EEH G [IRE - T WM, 2010)
Studies on formation process of line-shaped rainfall systems and predictability of rainfall intensity and moving speed
(Osaka District Meteorological Observatory, Hikone Local Meteorological Observatory, Kyoto Local Meteorological
Observatory, Nara Local Meteorological Observatory, Wakayama Local Meteorological Observatory, Kobe Marine
Observatory, Matsue Local Meteorological Observatory, Tottori Local Meteorological Observatory, Maizuru Marine
Observatory, Hiroshima Local Meteorological Observatory, Tokushima Local Meteorological Observatory AND Forecast
Research Department, 2010)
WWRP JLEA D > By 7 2008 FHFEFLMIZERFE 702 = 7 - GREEFIME, BB, FEL, #iA5., FERA, 1
FIZRE, =hFEIE, #{E{#, 2010)
WWRP Beijing Olympics 2008 Forecast Demonstration/Research and Development Project (BOSFDP/RDP) (Kazuo Saito,
Masaru Kunii, Masahiro Hara, Hiromu Seko, Tabito Hara, Munehiko Yamaguchi, Takemasa Miyoshi and Wai-kin Wong,
2010)
FEHIEE O TS B b T O et - v S O AR VE (R FE ORFSE, R ACLIRFSEES, 2011)
Improvement in prediction accuracy for the Tokai earthquake and research of the preparation process of the Tonankai and
the Nankai earthquakes (Seismology and Volcanology Research Department, 2011)
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