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A. Preface

This technical report describes a multipurpose nonhydrostatic atmospheric model developed by the Forecast
Research Department of the Meteorological Research Institute and the Numerical Prediction Division of the
Japan Meteorological Agency. This work was accomplished as a first step in the collaboration between MRI and
NPD to develop a unified mesoscale model.

In MRI, “ Nonhydrostatic model developed at the Forecast Research Department of MRI (Ikawa and Saito,
1991)” was published in the MRI Technical Report. Ikawa and Saito’s (1991) model was developed as a research
tool and used for simulations of mountain flow (Saito, 1993 ; Saito et al., 1994) and orographic snowfall (Saito et
al.,, 1996). The model was modified to a nesting model to realistically simulate mesoscale phenomena (Saito and
Ikawa, 1992 ; Saito, 1994a). For its basic equations, fully compressible equations including a map factor (Saito
and Kato, 1996; Saito, 1997) replaced anelastic equations, where the linearlization using the reference
atmosphere was removed. The semi-implicit time integration scheme (HI-VI scheme) was employed.
Furthermore, the Box-Lagrangian rain drop scheme (Kato, 1995), the moist convective adjustment (Kato and
Saito, 1995), the prediction of ground temperature (Kato, 1996), the modified centered difference advection scheme
(Kato, 1998), two atmospheric radiation schemes (Kato, 1999 ; Eito et al., 1999), etc., were also incorporated into
the model. These modifications extended the model to a full-scale mesoscale model called “MRI-NHM (Saito
and Kato, 1999)” that has been used for several studies in MRI (e.g., Fujibe et al, 1999 ; Seko et al., 1999 ;
Yoshizaki et al., 2000).

In NPD, a spectral nonhydrostatic model was developed by Goda and Kurihara (1991). Development of
another fully compressible grid model was begun in 1997, and its numerics were reported by Muroi (1998). The
split-explicit time integration scheme (HE-VI scheme) was employed, considering the computational efficiency in
the next generation computing facilities. Muroi (1999a) experimented a nested run with 10 km horizontal
resolution by the NPD nonhydrostatic model, supposing future numerical prediction in JMA.

Collaboration between MRI and NPD should be promoted to prepare for the rapid change of computer
environments and to accelerate nonhydrostatic modeling for both research and operational objectives (Muroi,
1999b). From this viewpoint, the two modeling centers agreed to unify the two mesoscale models, and joint work
was started in February 1999. As the first step, the HE-VI time integration scheme was incorporated into
MRI-NHM by Muroi et al. (1999), and the first version of the unified model, “ MRI/NPD-NHM,” was completed
in July 1999. Further collaboration on this prototypical model is currently under way to develop the next
generation system (Muroi et al., 2000). Under these circumstances, the model described in this technical report
is the final version of MRI-NHM and, simultaneously, the first version of the MRI/NPD community model, which
is the starting point of mutual modeling work at MRI and NPD.

Many aspects of our model must be revised, including code parallelization to accommodate distributed
memory parallel computers and optimization as an operational model, which are urgently needed. The code
should be refined using FORTRAN 90 based on new programming standards. Several points must also be
improved in the dynamic frame, boundary conditions and physical processes. Some revisions of the above points
have already been started, as mentioned in Chapter L. In addition, a number of university scientists are currently
expressing interest in participating in our modeling quk. We hope that this model will be used more widely in

the Japanese research community and that new reports on further upgraded models will be published in the
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future.

A large number of scientists have contributed to developing this model. We thank the staff of MRI and NPD
for supporting our modeling work. Specifically, M. Yoshizaki, Head of the First Laboratory of the Forecast
Research Department of MRI, gave us invaluable comments and continuous encouragement. We also thank R.
Hasegawa, H. Koga, S. Otsuka, S. Yoshizumi, H. Kondo, T. Maruyama, M. Wada, H. Nakamura, K. Aonashi,
H. Seko, K. Kurihara, T. Tamiya, F. Fujibe, H. Kanehisa, M. Ueno, A. Murata, W. Mashiko, N. Seino, A.
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Category

Basic equations

Vertical coordinate
Horizontal coordinate
Vertical grid structure
Horizontal grid structure
Advection term

Treatment of sound waves

Time differencing

Turbulent closure

Cloud microphysics

Cumulus parameterization
Atmospheric radiattion

Surface layer (land)
(sea)
Lower boundary
Upper boundary
Lateral Boundary

Initialization

Numerical diffusion
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Table B-1 MRI/NPD-NHM Specifications.

Specification

Fully compressible with a map factor (Saito, 1997)
Fall-out of precipitable water substances is consid-
ered in continuity equation

Terrain-following

Conformal map projection (Saito, 2000)
Lorenz type

Arakawa C

Flux form, second order

Box-Lagrangian scheme for rainfall (Kato, 1995)

HI-VI (Saito, 1997)

HE-VI (Muroi et al., 1999)

Semi-implicit (for HI-VI)

Split-explicit (for HE-VI)

Deardorff level 2.5 (Saito and Ikawa, 1991; Saito,
1993)

Predict qv, qc, ar, di, gs, qg (Ikawa ef al., 1991)

Moist convective adjustment (Kato and Saito, 1995)
Long- and short-wave radiation specified by relative
humidity (Kato, 1999)

Monin-Obukhov (Sommeria, 1976)

Kondo (1975)

Prognostic ground temperature (Kato, 1996)

Rigid lid, thermally insulated

Rayleigh friction layer

Radiative nesting boundary condition (Saito, 1994a)

Hydrostatic interpolation from JSM or RSM

4-th order linear damping

Optional choice

Anelastic (Ikawa, 1988)
Quasi-compressible

(Ikawa, 1988)

Hydrostatic (Kato and Saito,
1995)

Cartesian

Modified centered difference
(Kato, 1998)

Advective form with third/
fourth order (Saito, 1998)
Anelastic filtering (AE)

Leap-frog for AE

Predict number density of
cloud ice, snow and graupel
(Ikawa et al., 1991)

Specified by cloud micro-
physical properties (Eito ef
al., 1999)
Free slip

Specified ground temperature

Open (Orlanski, 1976)

Cyclic

Variational calculus for AE
scheme (Saito, 1994a)
Nonlinear damping
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C. Model equations
C-1. Governing equations
C-1-1 Basic equations in Cartesian coordinates
For dry air, the étmospheric state is described by six fundamental variables; pressure p, density p,
temperature 7', and three wind components #, v and w. These six variables are governed by the following six

equations.

a) Momentum equations

du, 1 39p_ . 1o
ai p ox W (C1-1-1)
v 1 pp_ | -
dt " ay” W (C1-1-2)
aw 19p ., . 1
di ooz TET AW (C1-1-3)

b) Continuity equation

9p | Opu , 9pv , pw _ 1
o Tox Tay oz 0 (C1-1-4)

¢) Thermodynamic equation

a9_ Q , 1
gl Cpn | 4Y-0. (C1-1-5)

d) State equation

p=pRT. (C1-1-6)
Here, dif. ¢ stands for the diffusion term for field variable ¢. @ is the diabatic heating rate, C, the specific heat
of dry air at constant pressure, and R the gas constant for dry air.

@ is the potential temperature, and = the Exner function defined as

=" (C1-1-7)
o |
s
o=L (C1-1-8)

For moist air, taking account of the partial pressure of water vapor, the state equation is replaced by

b =pRT, (C1-1-9)
where p, is the density of air, which is the sum of the density of dry air and water vapor, and 7, is the virtual
temperature defined as

T,=(1+0.61¢,) T. (C1-1-10)
Here, g, is the mixing ratio of water vapor. Virtual potential temperature is defined in the same manner as in

(C1-1-8) by

P _T,_(+061g)T
Y T

= (1+0.61q,) 6. (C1-1-11)
Using (C1-1-7) and (C1-1-8), the state equation (C1-1-9) is rewritten in the following formula.

Co/ Gy
pa= ). (C1-1-12)
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C-1-2 Mass-virtual potential temperature
a) Definition of the density and the state equation
When water substances exist, we define the density as the sum of the masses of moist air and the water
substances per unit volume as
P=pat potpetprtpi+ ps T pe
=patpetprtpitpstps (C1-2-1)
where subscripts ¢, 7, 4, s, g stand for the cloud water, rain, cloud ice, snow, and graupel. p, is the density of dry
air and p,, that of water vapor. In terms of the mixing ratio g, we can express the above formula as
p=pa(l+qtgetartatastar)
=p.(1+ g+ g+ atas+ae). (C1-2-2)
In the second expression, ¢ is not the mixing ratio but the specific value, which is defined by the ratio of the mass
of water substance to moist air. In this technical report, we neglect the difference between the two technical
terms, following a custom in mresoscale numerical modeling (this is a matter of terminology rather than
approximation).
As q is sufficiently small compared with unity (on the order of 107%), we can approximate (C1-2-2) with
sufficient accuracy as
pa=p(1+tgetg+agtgstag)™
=p(1=gc—a—q:—gs—de)- (C1-2-3)
Considering that the state equation is an equation for substances in gas phase, we obtain the following equation

by substituting (C1-2-3) into the left-hand side of (C1-1-12),

:_&LCV/C,,____.__ .
P Rﬁv(po) (1 Qe—qr—q:— ds— qg)

_ R%;; (ﬁ) s (C1-2-4)

Here, 6, is the mass-virtual potential temperature defined by
0n=0,(1—qe—qr— q:— ds— )
=0(1+061¢,) 01—~ ¢—q—ds—do)- (C1-2-5)
This quantity was introduced in Ikawa and Saito (1991) to expand the fundamental equations, but was not used
in the actual programming. In this model, we use (C1-2-4) and compute buoyancy directly and exactly by the

perturbation of density.

b) Continuity equation
When we define the density by (C1-2-4), we must consider the fall-out of water substances. We regard the
rain, snow and graupel as the precipitable water substances and neglect the fall-out of the cloud water and cloud

ice. Using mass-weighted bulk terminal velocity V, the time tendency of the density can be expressed as
9p_ _ (Opu_ Opu_ O
ai= ox T oy ozt Petpetpdw)

Thus, the continuity equation is replaced by
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Q. dpu_ Bpv_ dpw_ 3
ol " ox "oy oz oz (or Vetps Vot s Vo)

=2 (0 Vi paVeds + pa Vi) - (C1-2-7)

In the model, the reference value of the density is used for the air-density in the right-hand side of (C1-2-7) for

simplicity.

C-1-3 Fundamental equations in conformal map projection

In Ikawa and Saito (1991), terms relating to mapping projection were neglected in the basic equations. In
the new model, the map factor relating to arbitrary conformal map projections (see in J-1-3) is taken into
account in the basic equations. For example, in Polar stereographic projection, the horizontal coordinates in the

model (x, ¥) corresponding to the Earth’s surface of the latitude and longitude (¢, 1) are given by

X

(C1-3-1)

[xp-i- macos@sinAd }

y Yp— MACOSPCOSA L

where (xp, ¥,) is the position of the north pole, A1 the deflection of longitude from the standard longitude A,, and
@ the radius of the Earth (Fig. J1-3-1). m is the map factor’ and becomes unity at the standard latitude g,

m :——ﬂllissl;g; (C-1-3-2)

Distance on the polar projection map (dx, dy) can be derived by differentiating (C1-3-1):

dx — (1+sing) "cospdpcospsinA L —sinpdpsinA L +cospcosAddA ]
dy (1+sing) “'cospdpcos@cosAl +sinpdpcosAd +cosgsinAddA
— dpsinAA +cos@cosAddA —sinAl  cosAA do .
=ma =ma ' . (C1-3-3)
dpcosAA +cospsinAddA COSAA  sinAld-){cospdA
Considering the real distance on the Earth’s surface, (dxs, dys) is
d¥s acos@dd )
= . (C1-3-4)
dys ade
The relationship between the differentials is given by the following rotational t’ranéformation:
dx cosAL  —sinAR )( dxs
=m| . (C1-3-5)
dy SinAA  cosAL Jidys v
Since the velocity is written in the (x, y) coordinate system as
1
u=s (C1-3-6)
1d
v:ﬁjjt}’ , (C1-3-7)

the relationship between the winds {#s=dxs /dt, vs=dys/dt} in the spherical coordinate system and {#«, v} is

given by

1Strictly speaking, the map factor depends on the height % as

I3

__ 1 : _a_oy
m =T Ta™ (C1-3-2)

In this model, we neglect %/a to 1 and substitute m for m’.
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{uJ [cosA)L —sinAL

Us
) (C1-3-8)
v sinAdl  cosAL Jlus
Taking the third coordinate z in the upward vertical direction and defining w as w = dz/dt, the momentum

equations in (x, y, z) are written as follows :

B Cor, +Crv —~mL+ DI, | (C1-3-9)
—i—% = Co,+ Crv, —%m%ﬁ + Dif,, (C1-3-10)
%} =Cor+Cru, —%—m%‘g +Difs, (C1-3-11)

where Dif stands for the diffusion terms, and the subscripts 1, 2 and 3 correspond to components x, y and z. Cor

and Crv are the following Coriolis and curvature terms? (e.g., Kikuchi. 1975).

Cor,=2Qsingpv —2Qcos@cosiw, (C1-3-12)

Cor, = —2Qcos@sinAlw —2Qsingu, (C1-3-13)

Cor; =2QcospcosAiu+2QcospsinAdy, (C1-3-14)
el Ly O (1yy uw o

Cro=m*v{v-(") ”ay(m)} 2 (C1-3-15)
gl 2Ly, 0 Ay _ww o

Criy=m u{uay(m) v G} Py (C1-3-16)

2 2
cm;s:ﬂ%. (C1-3-17)
With no precipitation, the continuity equation becomes
Ldp, .00 uy, O vy, Ow 2w_ _a_
o dt ™ {ax(m)+ay(m)}+ oz g =0 | (C1-3-18)

For Lambert conformal projection and Mercator projection, map factors‘ are given by (J1-3-7) and (J1-3-13),
respectively. For these projections, the form of Eqé. (C1-3-5) - (C1-3-18) is not altered, except that AX becomes

cAA, where ¢ is given by (J1-3-8) for Lambert projection and zero for Mercator projection.

C-1-4 Fundamental equations in flux form

From (C1-3-6) and (C1-3-7), the total derivative in conformal map projection is given by

d_o ,dx 3 ,dy o  dzo_ o 9, 9 9 L
+m(uax+vay)+w | (C1-4-1)

di ot "diox dioy di oz ot

oz"

Substituting (C1-4-1), the continuity equation (C1-3-18) becomes

op op . 9P op 20O Uy, O (U ow
ar Tmugtog,) T, tom {ax(m)+ay(m)}+p oz
—9p 200 Py O PUyy O — 4
_at+m{ax(m)+ay(m)}+az(pW) 0. (C142)

Here, we neglected fhe last term of (C1-3-18), assuming the vertical scale of the motion is considerably smaller

2The last terms in (C1-3-15), (C1-3-16) and (C1-3-17) are proportional to —n%ﬁaa—nZ’

- However, these terms should be retained so that the set of basic equations approaches that in the spherical coordinates
in the limit of 4/a—0 (see L-3).

and are absent in the limit of a—o.
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than the radius of the Earth. With the fall-out of precipitating substances, the above continuity equation

becomes
op m2{-< pU pPY _ e
o Tm {ax(m)+ay(m)}+ (pw) = Prc, (C1-4-3)

where Prc is the right-hand side of (C1-2-7).

For arbitrary variable ¢, the total derivative can be written from (C1-4-1) as

p db_p 04 pudé  pvos  pw 3¢ o
midl miot mox may mior (C1-4-4)

From (C1-4-3), we obtain

3p ¢ 2 P A
'%aﬁ‘“ax(%” EO)}+-25 = (ow) — 2, Pre=0. (C1-4-5)

Consequently, the total derivative can be written as

d
B (o) + 2 )+ 2P0 12 2 (puog) — i, (C1-4-6)

or, assuming (C1-3-2), as

P dp_ 9 pd PV PV &_ k-3 A
o dt =t T {ax(m)+ay(m)}+ E2) =L Pre. (C1-4-7)

Using (C1-4-7)%, equations (C1-3-9) to (C1-3-11) become

( “y 1+ Ady. U+——— Crvo. U+ Cor.U+Dif U, (C1-4-8)
(&”) +Ad.V+L af’ =Cr.V +Cor. V+Dif.V, (C1-4-9)
5(%) + Ady. W+—( 2+ &) =Cro.W+Cor. W +Dif.W. (C1-4-10)

Here, Adv. corresponds to the second to last terms on the right-hand side of (C1-4-7), e.g., it is expressed for u

as

Adp. U= m{—(ﬂ—)+~(3~)}+az(ﬂm—) ﬁPrc. (C1-4-11)

Cor.U, Cor.V and Cor.W are Coriolis terms (C1-3-12) to (C1-3-14) multiplied by p/m. The curvature terms Crv.
U, Crv.V and Crv. W are expressed by

Cro.U= p_v( %%_ a_m) %ﬂ% (C1-4-12)
Cro. v =P2 (4 %—’y”—u%“ —vw (C1-4-13)
Cr. W_—{ (/’“) +<&) ). (C1-4-14)

*Tkawa and Saito’s (1991) nonhydrostatic model used the following relation.
—Jé 292 dpus | pvd | Ppwd i
Pat e &y 2z €Cl47)
The above relationshlp is correct only for anelastic equations but yields errors for quasi-compressible elastic equations.
Ikawa (1988) suggested that the errors caused practically no trouble if the sound wave mode was sufficiently damped.
However, they may cause computational instability in some cases when a longer time step is used (Saito, 1994b).
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The thermodynamic equation is

d9_26 Q Ly
&t~ o TA@0=¢ +Difo. (C1-4-15)

where the advection term in flux form is given as

Ado.9=[m(Z, O + SN ) 4+ 5O — D (Pre—20)172, (C1-4-16)

The underlined term is the divergence (sum of the second to fourth terms on the left-hand side of (C1-4-3)).

C-2. Fundamental equations in terrain-following coordinates
C-2-1 Egquations in terrain-following coordinates
Following Gal-Chen and Somerville (1975) and Clark (1977), we introduce the terrain-following vertical

coordinate

o H(z—2z) _
=T, (C2-1-1)

and components of the metric tensor for the coordinate transformations :

L. Zs _1-
GT=1-%, (C2-1-2)
T (2011 9%s 1
GIGY=(F—D32 (C2-1-3)

azs 1
GTG2= (H DS (C2-1-4)

Here, zs is the surface height and H is the model top height. Applying the chain rule for the coordinate

transformation from (x, v, z) to (x, y, z*), the following relations are obtained for any arbitrary variable ¢ :

GH2-2.(Grg) + 25 (GG g), (C2-1-5)
128 =2 (Gte) + & (GT67e), (C2-1-6)
Gfgf a_;é (C2-1-7)

The cotinuity equation (C1-4-3) is reWritten as follows:
G¥L+ DIVT (U, V, W) =PRC, (C2-1-8)
where U, V, and W are wind components multiplied by pG*2/m. These are taken as the prognostic variables :
%
U:&mz, (C2-1-9)

1
Ve QC;;U , (C2-1-10)

o~

W= BGm w (C2-1-11)

and DIVT is the total divergence in z* coordinate calculated by

aU aV) +maW*

DIVT (U V,W)= ( Py For (C2-1-12)
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W * is the vertical momentum in z* coordinate defined by

- *
we=LE L Lty 4 (GEGR U+ GEGE Y)Y, (C2-1-13).
and PRC is the divergence of the fall-out of water substances written in z* coordinate :

PRC= é% (/-)a VrQr+pa Vs‘]s+pa ngg) . (C2-1-14)

Momentum equations (C1-4-8) to (C1-4-10) are rewritten as follows:

1 1 .
8U, 2P 9GP G _ 4 pyy+RU, | (C2-1-15)
ot ox GZoz*

X 13
oV, oP  8G GEP . Apyyyy Ry, (C2-1-16)
ot oy Gzoz*
oW, 1 8P _1pyoy—ADVW +RW, (C2-1-17)

ot ot ort m
where P denotes (p-p)G¥2. BUQY is the buoyancy term, which is defined by the deviation of the density as
BUOY =— (p—p) gG¥. (C2-1-18)
Here, overbars indicate the variables of the reference atmosphere in which we assume hydrostatic balance.

ADVU, ADVV and ADVW are the advection terms for U, V and W. For example, ADVU is given as

_ . oUu oVu, , oW*u u .
ADVU=m{ 5 T e b+ 22" mPRC. (C2-1-19)

RU, RV and RW represent the residual terms including the curbature, Coriolis and diffusion terms :

T — om__ om w 1o
RU=£V J§W+V(uay vax) Ua-I-DIF.U, (C2-1-20)
_ om om w : 1
RV=AW—-£U—-U (u—ay —v—ax)— V—a +DIF.V, (C2-1-21)

RW=£U—fV+"2

(U2+v*
pG? “

+DIF. W. (C2-1-22)
The pressure prognostic equation is obtained from (C1-2-4) and (C2-1-8) as
— +C,2(—PFT+DIVT —PRC) =dif.P, (C2-1-23)

where dif.P is an additional term that comes from Rayleigh damping in pressure, and C, is

2= Copp (DyR/G 1-
Cu?=CoRO () (C2-1-24)

If there are no precipitable water substances, C,, is reduced to the speed of sound waves given by (C2-2-8).

PFET represents the thermal expansion of air!, which is expressed as

1
_ pr O . 1
PFT_——Hm T (C2-1-25)

'Some nonhydrostatic models (e.g., Klemp and Wilhemson, 1978 ; Pielke et al., 1992 ; Dudhia, 1993) omit this term from the
pressure equations to save computation time and to avoid numerical problems. However, this term represents a
substantial part of the state equation and is important to evaluate density perturbation (=buoyancy in our model)
accurately. As Doms and Schaettler (1997) mentioned, omitting this term may cause significant problems in numerical
weather prediction and the associated data assimilation cycle.
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There is no change in the thermodynamic equation.

d6 _ o6 Q

at ot TAPV-I= (C2-1-26)
except the following modification of the advection term ;
ADV.BZ{ aUﬂ 8V0>+8W % 0(PRC G%—QB)}ﬂl
={m*@% 42 Va) +m20 8 pIvT (U, W) /pGE, (C2-1-27)

C-2-2 Quasi-compressible approximation

A quasi-compressible approximated version is historically developed as an elastic version of Ikawa and
Saito (1991)’s nonhydrostatic model. The field variables ¢(x, ¥, z ¢) are divided into a horizontally uniform
reference basic state ¢(z) and residual perturbation ¢’(x, ¥, 2, ¢) as follows:

é (x,2,1) =¢ (2) +¢' (x3,2,1). (C2-2-1)
Note that ¢(z) depends on not only z* but also on x and y, in the terrain-following coordinate system ; ¢(z)=
é(x, v, z*). The set of quasi-compressible equations is obtained by setting m =1, PRC =0, and p(x, ¥, 2, )=p(z)
in (C2-1-9) to (C2-1-27) except for BUOY in (C2-1-17):

G%%Bt L DIVT (U, V, W) =0, (C2-2-2)
=5Gtu,
—sGh, (C2-2-3)
=/5G%w,
1 13
aU, oP  8G*GUP_ /phyyr 4 RU, (C2-2-4)

ot " ox ' (hopr

14 +2 +aG?G P DVV+RU. (C2-2-5)
ot 3 (Groz*

Hire, ADVU, ADVV, and ADVW are defined as®

oUu | aVquaW:u' (C2-2-6)

ADVU= o 1 a_’,\) oz

A density perturbation in the vertical equation is divided into two components by the following approximations:

—p'8={p (%” ~de—dr—9s— s ) —g—sz}g, (€2-2-1)
where
C _CgRgv( ) R/C" (CZ—Z—B)

Using the above, the vertical momentum equation becomes

ow 1 8P P
"ot G C2

g=BUOY'—ADVW +RW, (C2-2-9)

where the buoyancy term is given by

2As mentioned in C-1-4, this form requires the anelastic relation (C2-3-1) and is not exact for (C2-2-2).
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6/
8

BUOY ' =5G* (% — g~ ¢~ gs— @5 4 & (C2-2-10)

The pressure equation is as follows

%—Ij +C2(—PFT +DIVT) = dif P, (C2-2-11)
where
pFT =L 2BUOY" (2212
g ot

C-2-3 Anelastic approximation

In the anelastic system, the first term of the continuity equation (C2-2-2) is neglected in order to remove the
sound waves following Ogura and Phillips (1962),

DIVT (U, V,W) =0, (C2-3-1)
where m=1 is set in (C2-1-12) and the three components of the momentum are defined by (C2-2-3) as in the
quasi-compressible model. The linearized momentum equations are the same as in (C2-2-4), (C2-2-5) and (C2-
2-9), and the flux form (C2-2-6) is exact for (C2-3-1). Pressure is diagnosed by the anelastic continuity equation

and momentum equations (see C-3).

C-2-4 Hydrostatic version of the anelastic model
The hydrostatic version of the anelastic model is obtained by degenerating the vertical momentum equation

(C2-2-9) into the hydrostatic approximation as

Vertical momentum W is determined by the continuity equation (C2-3-1). The method for calculating the

pressure is presented in subsection C-3-4.

C-3. Pressure equations

Since elastic nonhydrostatic models include sound waves in their solutions, the maximum time step is
restricted by the speed of sound waves if a simple leap-frog time integration scheme is used. To overcome this
problem, current nonhydrostatic models treat sound waves in two schemes: one that treats sound waves
implicitly in the vertical direction and explicitly in the horizontal (HE-VI scheme ; e.g., Klemp and Wilhelmson,
1978) and another that treats sound waves implicitly in both the horizontal and vertical directions (HI-VI
scheme ; e.g., Tapp and White, 1976). Generally, a time-splitting scheme whereby high-frequency terms are
evaluated at a shorter time step level is used in the HE-VI scheme. ’

The explicit treatment of sound waves in the horizontal directions presumes that the horizontal resolution
is much finer than the vertical resolution. Consequently, the HE-VI scheme may need a very short time step when
the horizontal grid interval becomes as small as the vertical grid interval. On the other hand, the time step in
the HI-VI scheme is not restricted by the sound wave speed, but it is necessary to solve a three-dimensional
Helmbholtz equation for pressure. This characteristic feature of the HI-VI scheme may become a disadvantage

in massive computation using a distributed memory parallel computer.
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From the above point of view, some recent nonhydrostatic models tend to prepare two options to treat sound
waves. For example, an HI-VI version of Lokal-modell (Doms and Schaettler, 1997) of the Deutscher
Wetterdienst was recently developed by Thomas et al. (1999), and an HI-VI option is being developed in the WRF
model project at NCEP. In JMA, a new HE-VI scheme was incorporated into the MRI nonhydrostatic model as
the first step to develop the MRI/NPD unified nonhydrostatic model. ’

Most operational hydrostatic models, as Well as some nonhydrostatic models (e;g., Tangﬁay et al., 1990 ;
Golding, 1992), treat gravity Wéves implicitly to maintain computationa‘I stability and efﬁéiency. Implicit
treatment of the gravity waves is one of our future subjects, though it may deform not only the high-frequency

gravity waves but also the low-frequency gravity waves.

C-3-1 Pressure tendency equation in HI-VI scheme

In this model, we treat implicitly only the sound waves following the E-HI-VI scheme described in Ikawa
(1988) and Ikawa and Saito (1991) for their quasi-compressible model. Before presenting the formulation, we
redefine the buoyancy term BUQY in this section in order to unify the two expressions of buoyancy (C2-1-18)
and (C2-2-10). Introducing a switching parameter o, which takes zero for direct computation of the buoyancy
from density perturbation and unity for conventional computation by the temperature perturbation, the term can

be rewritten as

Gﬁ

BUOY =P g4 (1—6) (5—p) G2 (C3-1-1)

Usually, ¢ is zero for the fully compressible mode and unity for quasi-compressible approximation (in this case,
the first term on the right-hand side becomes (C2-2-10). Using o, vertical momentum equations can be expressed

as

oW, 1 8P, P
ot T F e TmC,?

g——BUOY ADVW +RW. (C3-1-2)

In the E-HI-VI scheme, momentum equations (C2-1-15), (C2-1-16) and (C3-1-2) are represented in finite difference

form as follows:

= 1
Uit+1_ Uit—l ) aPi . - aG'Z—GISP 4
TAT g T ADVU-RUHEZEE), (C3-1-9)
, . 1
ye_ve 1+£+ (ADVV —RV +2E 6P (C3-1-4)
] Groz*
Wit+1_. let—IAL 1 api g 5¢
2A¢ onGE 92" +mCm2P
=LBUOY — (ADVW —RW) + —5 1G 1t o B P. (C3-1-5)

Here, terms marked with a double overbar denote averaged quantity on a z* surface and superscripts ¢+1 and
it—1 represent the time levels in the leap-frog integration. Terms marked with a single overbar together with

superscript ¢ denote the weighted averaged values between it+1 and ##—1 time levels defined by

= _1ta

At==1¢% 5 Azt+1_|_1 aAzt—l—A A+Azt (C3-1-6)

where « is the weight parameter, which is currently set to 0.5. The last terms on the left-hand and right-hand
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sides of (C3-1-5) are pressure perturbation components in the buoyancy term, which must be treated implicitly
to maintain computational stability. Thermodynamic equation (C2-1-26) is represented in a simple difference
form since the gravity waves are not treated implicitly in our model.

Pressure prognostic equation (C2-1-23) is represented in finite difference form as

2L\ CpIvS (TS VLW

=C,2(PFT —DIVT (U V,W) +PRC) + C,2DIVS (U, V,W) + dif P, (C3-1-7)

where DIVS is the linearized separable part of the total divergence, which is defined by

aU , aV. , m oW

(C3-1-8)

DIVS(U,V,W) = m? (ax+8 )+G’% 9z*
Substituting the following relation
Ai“—l‘Ait_l__ AZA V| Ait_Az't~1 e
At 20+a) Al (1Fa)AL (C3-1-9)
into (C3-1-3) to (C3-1-5) and (C3-1-7), we obtain the following formulas :
AU AP , L
(l-l—a)At o 2ADVU, (C3-1-10)
AV AP _ , L
(l-I-a')At+ EN —2ADVV”, (C3-1-11)
AW ? oA’P | g o , L
+a)att, o1 o +mcm2A2P‘ 2ADVW’, (C3-1-12)
AP CEDIVS (AU, AV, A2 W) = — Cui2 ADVP? (C3-1-13)
(1+a)At " ’ ’ ” ’
where the right?hand sides are the modified advection terms:
1
. \ _ Uit—l a})z’ti 8G7G13Pit L
ADVU =ADVU—RU 4 (1+az)At + o T chaa (C3-1-14)
L .
, Vit_ I/z't—li aPit . aG‘Z‘GZSPit e
ADVV'=ADVV —RV + AF)Al "oy T Ghape (C3-1-15)
- _1 wE=—w#r 1,1 & ypi i
ADVW’'=ADVW —RW BUOY+ AT a) A7 +m(G% a2*4- o‘cmz)P ¢ (C3-1-16)
ADVP’—*{(I_F—];At C2(PFT—DIVT (U, V,W)+PRC) —dif- P}. (C3-1-17)

Substitution of (C3-1-10) to (C3-1-12) into (C3-1-13) to eliminate AU, A%V, and A*W, yields

AP aA :p aA P

1 aAP

= —"————DIVSQADVU + J2ADVV’+ 2ADVW'+ 2p
_ 2 , )
=TT ) ArAPVE (C3-1-18)

Arranging the above, we obtain the following Helmholtz-type pressure tendency equation :

S (@AP  O°NPy T 1 AP AZP)
ox? oy? Gt mG* az*z G az mC 2
_ A2P _o ADVP , , , 1.
—C_mz(l-l-ar)z(At)z 2{ EPY; DIVS(ADVU', ADVV’', ADVW") }. (C3-1-19)
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This equation is solved directly by the Dimension Reduction Method discussed in D-3. In Saito (1997), the model

assumed

iy M 1 1 g g (C3-1-20)

for simplicity on the understanding that the standard latitude ¢, in (C1-3-2) is taken at the center of the model

domain. However, the above approximation (premise) was removed in the latest version (Saito, 2000).

C-3-2 Formulation of HE-VI scheme

Referring to the E-HE-VI scheme described in Ikawa and Saito (1991), the time—splitting, horizontally
explicit version of the MRI mesoscale nonhydrostatic model is presented in the following. The Numerical
Prediction Division of JMA incorporated this new scheme into MRI-NHM as a joint program with MRI to
" develop the MRI/NPD unified mesoscale model (Muroi et al., 1999) (see L-2).

In the E-HE-VI scheme, the time integration procedure is divided into two parts to avoid severe restriction
of time interval for integration. Terms related to the sound mode are treated explicitly in the horizontal
direction and implicitly in the vertical direction. These terms are integrated with a short time step (Az). The
other terms that include the advection term, friction term and physical processes are integrated with long time
step (Af). In the short time step integration, the horizontal velocity is integrated first with a forward scheme.
The vertical velocity and pressure field are then solved with a backward scheme. In the long time step

integration, a three-time level scheme with a time filter is applied.

At

AT

Forward time integration of (C2-1-15) and (C2-1-16) and backward integration of (C3-1-2) and (C2-1-23) are

represented in finite difference form as

U1+At_ U1+6Pr | aG%GlSPr_

Az o Choae =—(ADVU+RU), (C3-2-1)
L1

Vo Ve 0P 06T GTPT . (ADVV RV, (C3-2-2)
Az oy GZaz*

Wetar— Wr 1 oP#s g _L . _ o g o
Az +mG% az*—i—mCmZPﬁ—mBUOY (ADVW —RW)+ (1—0) mC,,,zP’ (C3-2-3)

pPrtot— pr alUr aV~»

A, T C,,,Z(—PFT+m2(——ax +—ay )

+m é{ Wo+m(GEGW U+ GEG® V) }] — PRC) = dif P, (C3-2-4)

2

where
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Uy:l%z U1+A1+1_;_Z U-, (C3-2-5)
VM%Z V,+M+1_;z Ve (C3-2-6)

Wﬁ:l—gl WT+AT+1_E"@ Wr

Ar(l-l-/o’) (W”AT— W+
A7

)4 W= A1(12+ﬁ)

SW+ W, I (C3-2-7)

Here, the left-hand sides are calculated in the short time step integration, and the right-hand sides are evaluated
in the long time step integration. P# is similar to (C3-2-7). =1, £=0.5 and y=0 are used in the current version
of the model.

Substituting the above equations into (C3-2-4), we obtain

2 T 2((— 2
Arap EP- PO+ G (—PFT +m*DIVH (U7, V)

2. AT sy 4 yy)— PRC)) = dif P, (3-2-8)

where DIVH stands for horizontal divergence

8U aV

DIVH(U V)= ay a ey

(GEU+G=V). (C3-2-9)

The under-lined part of (C3-2-8) becomes

— Lo 1 )2A1(1+p’) o*Pf 1 Az(1+8) o

G 2 oz* ot 2 oz* (C 7
+ZZ A—’“T*ﬁ 2 (s (C3-2-3) ). (C3-2-10)

Finally, we obtain the following one-dimensional Helmholtz-type pressure equation

o2pP# 19,8 s 2
32*2+G282*(Cm2Pﬂ) (GT)Z{———-—CmAf(Hﬁ) }

*Pf=FP.HE.INV + FP.HE. VAR, (C3-2-11)

where FP.HE.INV is the invariable term during short time step integration in the forcing terms

1
2(G?)*
PP.HEINV =——=——<(PFT +PRC +“%5 dzf P

Ar(TA) 7)

+Gt2

£ _py. ] (03—2—1é)

and FP.HE. VAR is the variable term during short time step integration in the forcing terms

m oWr 2G*
“DIVH (U V) + 5 S - ke G )

2(Gh)? _2Gne o

FPHE. VAR= Az(11f)

}2P=. (C3-2-13)

The upper boundary condition may be obtained from ¢W =0 as

1 9
mG% oz*

CZ)P‘*‘ (ADVW —RW) +— {BUOY—!—(l o‘) P} (C3-2-14)

The lower boundary condition is the same as in (C3-2-14), while in free-slip case, the right-hand side requires the

following extra term

Ur+At_ U't+ G%'G23VT+At_VT)

— W =m (GTGRsU+ GEGHSV) = m (GFGH e o
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=AW et m (GEGBUrart GEGB Y e+, (C3-2-15)

in order to satisfy the kinematic condition
SW*=6W +m (GEGoU + GEGH V) =0,
WHr=We+m (GIGR U+ GEG= V) =0 (C3-2-16)

C-3-3 Pressure diagnostic equation in anelastic version

Pressure in the anelastic system is described in Ikawa and Saito (1991). Here, we present it for discussion
in later chapters. Substituting (C2-2-4), (C2-2-5) and (C2-2-9) into (C2-3-1) to eliminate time tendencies of U,
V and W, we obtain

~BDIVI\UV.W) _ pyyy @E 4 3GYG P iy ry,
ot Gzaz
Q}_) aG%-stp 1 oP P
o " Cha Gtaz* oot G g+ ADVW —RW —BUOY"), s

where we assume m =1 for the anelastic model. Introducing a residual part of the total divergence to the
separable part »

DIVR(U,V,W)=DIVT (U V,W)—-DIVS(U'V,W)

_ 2 aW
- az* + { W+ Gz Gz
_ 1 -
az*’ (C3-3-2)
we obtain the following Poisson-type pressure diagnostic equation :
oP P ?aP oP P T aP g
DIVS(ax v o P)-f—DIVR(8 'Sy oF P)
1 1 —_— —
oGzGBP 8G7G23P 1l 92 g 1 2 g
+DIVTY G%az* ’ G%az* ’ G% az*+ G G% oz" CSZ)P}
+DIVT (ADVU—RU, ADVV —RV, ADVW —RW — BUOY")
2AtDI'VT(Uf Uyl W), : (C3-3-3)

The right-hand side of the above equation represents the residual divergence computed at the former time level,
which is theoretically zero in the anelastic system but non-zero numerically due to computation errors. This
term is important for satisfying the continuity equation at the next time level and stabilizing the computation

(Clark, 1977; Tkawa and Saito, 1991).

C-3-4 Pressure equation in anelastic hydrostatic version

The hydrostatic model is a degenerate version of the non-hydrostatic model developed by Ikawa and Saito
(1991). Clark and Hall (1991) also made a hydrostatic version of their non-hydrostatic model by using almost the
same method as used in this subsection. Since the vertical momentum flux W is a diagnostic variable, W is
determined by the anelastic continuity equation. The pressure is calculated as follows.

Combining (C2-2-4), (C2-2-5), and (C2-4-1) leads to a diagnostic equation for p” as
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oy? oyoz* ox 2At oz (C3-4-1)

2%’ | 22 (G¥p’) | 2%’ | 23 (G®p') _  9Fx 8Fy+ 1 a(Wmi— W’”‘l)
v T
ox ox0z
where At is the time step interval, and the superscript '»’ denotes the value at the time step 'm’. From (C2-4
-1), p’» at the k-th vertical level can be expressed with the pressure at the upper boundary p’,. as
D' o= Cubrzt bu, ) (C3-4-2)

where

(C3-4-3)

and

nz AZk+%BOUY/k+%

b,=— - . - (C3-4-4)
E G%+Azk+%€g—2 . A

Summing (C3-4-1) in the vertical column results in the following diagnostic column pressure equation :

axZZAzkp 2 (G G EAzkp o (G GEp')

_ _ZA [an aFy]k g {(Wm+1— Wm—l)nZZA_t(WmH_ Wm—l)l}i’ (C3-4-5)

where Az, is the k-th vertical grid interval and the subscripts 1 and #z denote the values at the lower and upper
boundaries, respectively. The second term on the right-hand side of (C3-4-5) should theoretically be zero because
of the lower and upper boundary conditions. However, since W % calculated from (C2-3-1) becomes non-zero
due to round-off errors in numerical simulations, this term remains in (C3-4-5) to guarantee W 7'=0.
Substitution of (C3-4-2) into (C3-4-5) results in the horizontal elliptic equation for p’,,, which can be solved by

the same method as in the non-hydrostatic model (see subsection D-3-3).
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D. Finite discretization form and pressure equation solver
D-1. Grid structure

The model grid structure is the Arakawa-C type in the horizontal direction and the Lorenz-type in the
vertical direction, which is the same as in Ikawa and Saito (1991). This chapter briefly describes the structure

of the staggered grid, supplementing Ikawa and Saito (1991)

D-1-1 Structure of the staggered grid

All variables, other than velocity components, advection terms and metric tensors, are defined at the “scalar” ’
grid point indexed by integer (7, j, £). Velocity components U, V and W (as well as W *) are located at the grid
points indexed by the half integer (1 +1/ 2, 7 B, G 7+1/2, k), (i, 7, k+1/2). Advection terms ADVU, ADVV and
ADVW are computed at the same points as U, V and W, respectively. Metric tensor le’z is defined at the grid
point (¢, 7) independently of k, while GY2G'® and G"2G?® are computed at (:+1/2, j, k+1/2), (z, 7+1/2, k+1/2),
respectively (Fig. D1-1-1).

Figures D1-1-2 and D1-1-3 present horizontal and vertical cross sections of the grid mesh of the model. The
physical boundaries are located at x=1+1/2 and x= nxfl /2 in the x-direction, where the x-component of velocity
is U(2,,) and U(INX,,). It is also the case in the y-direction, and the y-component of velocity is V' (,2,) and V(,NY,)
at y=14+1/2 and y=mny-1/2. However, in the vertical direction, the physical upper and lower boundaries are

located at z=1+1/2 and z=#nz-1/2, where the z-components of velocity are W(,1) and W(,NZ-1).

z
! ® P)ngV
k41/20 :
x U
PoA
[T D R SRR S x AV
.......... o y
k A : /  Ww
: e 4 1/2
. Lo
E—1/2 oo M §—1/2
i—-1/2 i i+1/2 ———

Fig. D1-1-1 Staggered grid. Reproduced from Ikawa and Saito (1991).
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Fig. D1-1-2 Horizontal cross section of the grid mesh and the domain
boundary. Reproduced from Ikawa and Saito (1991).
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Fig. D1-1-3 Vertical cross section of the grid mesh and the domain boundary.
Reproduced from Ikawa and Saito (1991).

D-1-2 Variable vertical grid

Figure D1-2-1 shows the variable grid structure in the z-direction. Two kinds of grid intervals are defined.
Az, represents the grid intervals between the two grid points (4, j, £-1/2) and (4, j, 2+1/2). In the program, this
grid interval is denoted by VDZ(K), which corresponds to the interval between the levels of W(,,K) and W (,K +
1). Az, represents the grid intervals between the two grid points (7, j, 2) and (4, j, £+1). In the program, this
grid interval is denoted by VDZ2(K), which corresponds to the interval between the levels of P(,,K) and P(,,K +

1). As shown in Fig. D1-2-1, the half level is located at the center of the full level, and Az, and Az,..,, are related
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Fig. D1-2-1 Variable grid structure in the z-direction. Reproduced from Ikawa and
Saito (1991).

as follows:

Azk:AZk—llz-;Azk+llz, (D1—2‘1)
that is,
VDZ(K) =05+{ VDZ2(K —1) + VDZ2(K) }. (D1-2-2)

The heights of levels & and £+1/2 are denoted by ZRP(KZ) and ZRW(KZ),. The relations between the variables
are given by

Zap=ZRW (1) =0, (D1-2-3)
Zyirp= L1+ Dz

k

=ZRW (K)= >, VDZ(KZ), (D1-2-4)
KZ=2
and
Z=ZRP (1) = —%: —05+VDZ2(1), (D1-2-5)
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Zpy=Zp 1+ Azy_ 1
K-1

=ZRP (K) = —0.5+VDZ2(1) +KZIVDZZ (KZ). _ (D1-2-6)
Note that physical intervals between grid points (7, j, £) must be computed by multiplying G'2(%, j) for both Az,
and Az¥*'2 when the orography exists.
Program Guide (hereafter, abbreviated as P.G.)
The variable grid distahces are set in sub.VRGDIS where “sub” denotes subroutine. The arrays ZRP and ZRW
are defined in sub.SETZRP and sub.SETZRW. |

The variable grid structure in the x- and y-directions is shown in Fig. D1-2-2. The structure is similar to
that in the z-direction, but the array indexes for U and V are different from that for W in the z-direction
corresponding to the locations of the lateral boundaries. For example, in the x-direction, the relations between

the variables are given by

_Ax 1t DXy
sz‘_ 7—1/2 i+1/2

2 b
=VDX (I)=05+{ VDX2(I)+ VDX2(I +1)}, ' (D1-2-7)
Xs2=0, v (D1-2-8)
Xirip=Xi1pt+Ax;
I
=XRU(I+1)= 3, VDX (IX), (D1-2-9)
IX=2
X,=—05*VDX2(2), (D1-2-10)
X=X+ A%y,
I
=XRP(I)=—05+VDX2(2) + >, VDX2(IX). (D1-2-11)
IX=2

The arrays XRP and XRU are defined in relevant utilities such as initial file setting and plot, but are not

currently set in the model computation. The relations in the y-direction are the same as in the x-direction.

< AXjoyyy eeeeees B e AXipyyz coeee-d e AXiyay2
..... Picy oo Uisggp oo Byovoeveeneeeennnenes Uigggg wooeeeens Pigggp wooeeee- Uigg g
AXjg ceeeeees e ennn iV CETTRTTRPIVPDPISPRINE P R AXigy -eerrerenens >
DX(i —1)------ P cieanan DX(i) --veeemreerenees oo eneannn DX(@41)---cereeee -
<o DX2(i — 1/2)---+-- P DX2(i 4 1/2) -+ oo DX2( + 3/2)
array index X X IX+1 IX+1 IX+42

Fig. D1-2-2 Variable grid structure in x-direction. Reproduced
from Ikawa and Saito (1991).
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D-2. Finite discretization form
D-2-1 Finite discretization form for basic equations
Following Ikawa and Saito (1991), the averaging operator in the x-direction is defined for any variable F

defined at the scalar point by
F?ﬂ/z:Fi +2Fi+1» | | : (b2-1-1)

and another averaging operator for any variable U defined at the grid point of a half integer by

T ,: AxipUinap+ 8% 1 Ussp

v Ax; 12+ DX
_Axi+l/2‘Ui—1/2+sz'—1/2 Ui+1/2 A R
= 9Ax, . (D2-1-2)
Averaging operators in the y- and z-directions are defined in the same way.
Finite differencing operators are defined by
_Fi_Fi—l i
OlFi12= Ao’ (D2-1-3)
_E+1_Fi—1 -1-
aszi“ 2sz ) (D2 1 4)
— (Ji+1/2_ []i—IIZ _1-
o, U;= A%, . (D2-1-5)

Using these operators, the governing equations in chapter C2 are expressed in the finite discretization form. For

(C2-1-3) and (C2-1-4):

*
G%G13i+l/2,j,k+1/2 = (%* 1 OxBsii1ia i (D2-1-6)
GEG® = CEE 1) 826,501 (D2-1-7)

For (C2-1-9) - (C2-1-11):

X

(pG?2) " (D2-1-8)

Ustrjpjrn="=x"1,
m

e
Vz',j+1/z.k:_(%GLyZ)0, (D2-1-9)

g

—(%lw. (D2-1-10)

I/Vi.j,k+1/2 =

For (C2-1-12) and (C2-1-13):

DIVT (U, V,W) ,;,=m*(3,U+ 9, V) +mo, W*, (D2-1-11)

W™ i =é{ W+m(GEGRT* +GHGP 7)), (D2-1-12)
¥

For (C2-1-15) - (C2-1-17):

(%(f]) i+1/2,j,k+ axP + az{ G%GIS (]_D-Z/G% ) }: _ADVl]i+1/2,j.k+R(]i+l/2,j,k, (D2—1_13)
—
(-aai;) srvzet P+ 3. G2G?2(P?/G? )} =—ADVVievmnt RVisrrim (D2-1-14)
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@Y nnt—L0.P=LBUOY — ADVWijpirs+ RWisnerss (D2-1-15)
Here,
ADVUirppsn=m {0:mU ") +8,(mV u”) } + 8. (mW* ") —%”xPRc“, (D2-1-16)
ADVVijipn=m {0x(mU v ) +0,(mV 0" )} + 8, (mW* o) —_yPRC (D2-1-17)
ADVW,snirp=m{0:(mU w ) +8,(mV w”) }+ o, (mW* w’) —%PRC, (D2-1-18)
N UW
Rl]l+l/2.}k—j;3 ‘ —fz W+ x{V (Uazym -v? Ox (D2-1-19)
(0G?)
e VW
RViwin=h W —£ U — LT (U aym— Vo,um’) +——}+DIF.V, (D2-1-20)
(pr)
— 2 g2
RWysps=£U — V" + u ZV ) DIF.W. (D2-1-21)
(pGZ)
and
u'= U1 » v Vl 5 W= WI - (D2-1-22)
(pG?) (pG?) (pG?)
PFT in (C2-1-25) is computed directly from the virtual potential temperature.
For (C2-1-26), the advection term of potential temperature is discretized as
ADV.6,,0={m (8 (UF") + 3, (VE)) + 8, (W) 2 PPV UV W) (D2-1-23)

pG? pG?
At lateral boundaries, all the advection terms are computed by one-sided differences.

P.G. Advection terms for U, V and W are computed in sub.CADV4UV and sub.CADVCAW.

D-2-2 Higher order discretization for advection terms

For a function f(x), f(x =Ax) is expanded in the following Taylor series,

fxtAx)=Ff(x) if’ x)Ax+f” (x)—(AZL!')Z-_f-f(” (x)(—ASJ!C—)s+-~ (D2-2-2)
That is,
flx+Ax)—f(x—Ax) =F" (x)ZAx—i—f‘g)(x)Z(%!x) O (x )Z(Ax) . (D2-2-3)

Rearranging (D2-2-3) gives

£ (1) arm _fx+Ax)—f(x—Ax) — O () (Agf)z—f@(x) (A5g!c)4_

2A8x (D2-2-4)

The first term on the right-hand side is the second-order centered difference that contains errors of higher order

'In Tkawa and Saito’s (1991) quasi-compressible model, PFT was defined by (C2-2-12) and discretized by

ppy .1 8BUOY”
g ot

In addition to the linearization, this expression contained errors due to double averaging of potential temperature because
BUOQY" is defined at a half level.
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than (Ax)®. For the advection term, this error affects the phase speed of the quantity, which causes a dispersion.

Substituting 2Ax for Ax in (D2-2-4), we obtain

£ (0) = LEARRI S 200 iy 40" gy 168" (D2-2-5)
Computing f"(x) by {4X(D2-2-4)—(D2-2-5)} +3 gives

Fr0) =3 () mem it f () 20

_—f(x+2A%) +8f (x—|—Af2)A—xSf (x—Ax) +1(x—2Ax) +F® (x)4 (%136)4+_.. (D2-2-6)

The first term on the right-hand side is the fourth-order centered difference derived by the four-point method.

Higher order advection terms of scalar variables are computed in advective form as

ADV.6,;,={m (U 0,0+ V 0,0) + W* azza}—zi, (D2-2-7)
p 2

where, assuming uniform grid intervals, the fourth-order gfadient is defined by

_ 0i+21j,k +8 01‘—1,;‘ k + 0'—2,},k

Oxe0= ToAx (D2-2-8)
In the same manner, the third-order upstream gradient is defined by

= 201,56+ 3 ei,j,l%g?cei—l,j,k t Oz forﬁ" >0,

B = - '9i+2,j,k+695+1§£;36ij 20150 fOVUx<0, (D2-2-9)

For the wind component, the fourth-order gradient (D2-2-8) is directly applied to (D2—1—16_) - (D2-1-18), e.g.,
ADVUirpsn=m {0 (mU &) + 8, (mV u”) }+ 8, (mW* ") —Z%PRC", (D2-2-10)

At the lateral boundaries, all the advection terms are computed by one-sided differences, and just inside the
lateral boundaries, the advection terms are computed by the second order accuracy.

The fourth-order advection scheme described in this chapter was used for the GCSS CASE-1 model
intercomparison, where a TOGA-COARE observed squall line was simulated (Redelsperger et al., 1999).
Currently, this option works for off-line ideal simulation but is instable for simulations in real situations. Further

testing should be done to use a higher order scheme for real case simulation with nesting.

D-2-3 Modified centered difference scheme for advection

A new advection scheme has been developed to remove the numerical errors that the centered-difference
advection scheme produces on the upstream side. These errors increase rapidly as the grid size decreases, which
causes significant problems, especially in a high-resolution model with a horizontal grid size of less than 5 km.
For positive prediction values, Smolarkiewicz (1983) and Hsu and Arakawa (1990) developed a more accurate
advection scheme. Regardless of the sign of predicted values, the present scheme is designed so that values
calculated by the centered-difference advection scheme lie between the maximum and minimum of those in the
upstream neighboring grid boxes. '

This new scheme is outlined for a two-dimensional case. The second-order centered-difference advection
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scheme for a predicted value F is given as

m m —
Ui+;~,jFi+%—,j Uz—f] i—5i -+t i3

Fm™1 V“+_F§’§+_f Vmr_LF™
Ax t Ax ’

Frit=Fr'—2At

(D2-3-1)

where the superscript m denotes the m-th time level, U and V are the momentum fluxes, Ax and Ay are the grid
intervals in the x- and y-directions, and At is the time step. First, the rates of advection from the upstream side

are calculated as

2AtUT L
UP=Max(Min(f‘—A—2 1.0), 0.0),
2AtU’”_1_-
UM = Max (Min(——_——,1.0), 0.0),
20V ™ L (D-27572)
VP = Max (Min(~— 27 103,00,
20tV L _
VM = Max (Min(— &y 22 1.0),0.0),

and

Vmax=Max(UP,UM,VP,VM).
Here, these rates are zero for the advection from the downstream side, and Vmax is the rate in the direction
where the maximum advection is determined. The value in the neighboring grid box in this direction at the time

level m-1 is denoted as F'0. Next, the acceptable maximum Fx and the minimum F# of the value considered by

advection are determined as

Fx, ;= Max (F7, FO+ (Fo,—F0)

—, FO+(F25,— F0)

V Vmax
F0+ (75— F0) VU , FO+(FE —FO) Vmax
i | (D2-3-3)
Fngy=Min(FI, FO+ (15— FO) g, FO+ (FI5 — FO) A —,
FO+ (15— FO 5o, FO+ (Fi— FO L,

When the value calculated by (D2-3-1) does not fall between Fx and Fu (i.e., ' — Fx, ;>0 or FI'— Fn, ;<
0), it is replaced by either Fx or Fn. The difference produced by this replacement is distributed among the
- neighbor grid boxes as follows. The difference between the value calculated by (D2-3-1) and Fx (F n) is denoted

as

Fl,,;=—F'+Fx, ;,(=F7"'—~Fn,;). (D2-3-4)
The total acceptable amount of the neighboring grid boxes FS is calculated as _

FS; ;= Max (Fli,; 0.0) + Max (F1,_,,, 0.0) + Max (F1; 41, 0.0) + Max (F1,;-1,0.0). ‘ (D2-3-5)

Therefore, the values of the neighboring grid boxes in which the value calculated by (D2-3-1) is between Fx and

Fn are adjusted as
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R = Max (FS,+F1,,,0.0)
1., !

F14,,=RXFli; for Flu,;>0,
and ‘ (D2-3-6)
Flzﬁ_rl =RXF1l;;., for F1,;::>0,

where F1*;; is the ‘adjusted value of F1,; By substituting F1*,; into the left-hand side of (D2-3-4), we can
calculate the adjusted value of F™*',; For FS,;+F1,;<0, the total amount of predicted values cannot be

exactly preserved, but the validation test of this scheme indicates that this error is very small (see Fig. 11.12 in

Saito and Kato, 1999).

D-3. Pressure equation solver _
The basic concept of the pressure equation solver on a variable grid was reviewed in B-6 of Ikawa and Saito
(1991), but the expression was simplified assuming G'2=1. In this technical report, we describe the details of the

pressure solver of HI-VI again following the programming code including the map factor.

D-3-1 Unified expression of the pressure equation
As shown in chapter C-3, the pressure equations take the following form for the E-HI-VI scheme

NP | QAP | BUAP | B

am(aaxz 2y° )+ 22t | az(hHIAZP)—i-eHzAZP:FP.HI, ' ‘ : (D3—1f1)
where
—
aH = ———, : (D3-1-2)
m 1 : .
GT mG?
_ 1 g D3-1-3)
har == mC ( )
mG%
em=——i 1 , (D3-1-4)
m 1 CL(1+a)*(An?
G2 mG2
FPHI =—— L ADVE' ©rveapvr ADVV', ADVW")}, (D3-1-5)
G% mG%
For the AE scheme,
:p 2P, 9?P . B
aar (%? + aayz ) +2L +2-(hasP) =FP.AE.INV + FPAE.VAR, (D3-1-6)
where
2ar=(GH?, , (D3-1-7)
_ g1 gGt (D3-1-8)
hAEI~C=é 2 cz
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FPAEINV =— (E) :DIVT (ADVU—RU, ADVV —RV,ADVW —RW —BUOY")

ch?

BTy

DIVT (U=, V==L, W=, (D3-1-9)

P 9P PP
881 ?—g)

FPAE VAR=— (GZ)ZDIVR(

ox’ ay G
— 1 1 —
I 3GIGH¥P 3G?G®P 1 9 , g 1 @ & , e

For the E-HE-VI scheme, the pressure equations are given by (C3-2-11) to (C3-2-13).

Here, (D3-1-1) is the three-dimensional Helmholtz equaﬁon for A%2P, (D3-1-6) is the three-dimensional
Poisson equation for P, and (C3-2-11) is the one-dimensional Helmholtz equation for P?. Following Ikawa and
Saito (1991), the 3-D elliptic equations can be reduced to a one-dimensional elliptic equation by the Dimension

Reduction Method, which is described in D-3-3.

D-3-2 Finite discretization form for the pressure equation

In the finite discretization of second-order accuracy, the centered differences may be written as

S ®)= (8,75 1 (8) 4= (8,81, (D3-2-1)

2 )= (B3 (8,1

WL{ (¢)j+1_(¢)j_ (95) (¢')J—1}
Axjil Ax; L

. (‘qS)jH (¢)J 1 N 1 (¢)j—1

TAxAX L Ax Ax L ij_%) CAxAx L (D3-2-2)
Thus, (D3-1-1) and (D3-1-6) may be discretized for a grid point (¢, j, k) as

{ Pz]k Pi,j,k 1 | 1 ) Pi~1,]',k

AxAx;icl  Ax Axi%j Ax;1 " AxAx; L
+ Pi.j+l,k __Pilz',k 1 | 1 ) + Pi,j—l,k

AyAy;el Ay Ayl Ay LT T AyAy; L
(L (p, i) =iz (Prsa)

AZk AZZ+ LA k+l T z,],k AZ 4,d,k—1

1 Pij Pij Pz +-Pz

VAL T
+ebn=Fin (D3-2-3)

Here, % is given at a half level. In the above expression, A?2P in (D3-1-1) is replaced with P and subscripts are

omitted for a unified description.

At the boundaries, we assume the following Neumann-type boundary conditions.

oP _
oL~ B, | (D3-2-4)
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(D3-2-5)

(D3-2-6)

(D3-2-7)

(D3-2-8)

(D3-2-9)

oP

ay - B.’)’;

oP \ wp=B,

Pz
The detailed formulation of B is discussed in F-1. In the finite discretization form, the above equations are
written as

Ax (Pz; & Pl,j,k) :Bl,j,ky

Axm_ (anjk nx—ljk) _anJ 3}

Ay (Pz 2k i,l,k) :Bi,l,k7

Ay,,x (Pz ny,k Pi,ny—l,k) =Bi,ny,k;

A21+1/2 (Pz 52 z',j,l iie T Pi,j,l) = Bz',j,ly

1 Pijna- z
(Pi,j,ﬂZ_Pi,J',nZ—l) + (PanZ+Panz—1) Zan~
Azpzap2

Here, (nx, ny, nz) is the model dimension, and the boundary values B, ; 5, Bux;x Bie Biny Biis Bisnz are given

at the locations x=1+1/2, nx-1/2, y=1+1/2, ny-1/2, z=1+1/2, nz-1/2, respectively.

Incorporating the boundary condition (D3-2-7), the finite discretization in the x-direction of the first term on

the left-hand side of (D3-2-3) is expressed as
aYZlAH,j,k:fI)j,k,

for 7 running from 2 to #nx-1. Here,

1
Ax, 0
1
0 A, 0
YZIZ ces s
1
0 At 0
1
0 AXpp
__1 1
Axyyl Axyyl
1 ( 1 1 1
Axg__%_ Ax3+_ Axg__ AX3+_
A= .
1 1 + 1 1
Afpogrl DXy 24 A%y, -2-1 Axnx—2+%
1 1
Axnx—l—% Axm:—l—%

(D3-2-10)

(D3-2-11)

, (D3-2-12)
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PZ,j,k
PS,j,k
0= ) (D3-2-13)
an—z,j,h ’
an~1,j,k
FZ,.i,k
F3,j,k
D= , . (D3-2-14)
Fnz—-z,j,k :
Fn.é—l,j,k
and _
2ie=Fasnt aBl,j,k/Asz,
Firsrin=Foxorn— aan,j,k/Axnx—l~ (D3~2-15)
For a uniform grid, the product of (D3-2-11) and (D3-2-12) is simply rewritten as
' -1 1
. 1 =2 1
1A — (2L _9_
Y A=A= ()" : (D3-2-16)
1 -2 1 :
1 -1
If the boundary condition is cyclic, the matrix has the following form
—2 1 1
) 1 -2 1
—(-1)z _o_
A=) , (D3-2-17)
1 -2 1 .
1 1 -2

with By, and B, vanishing in (D3-2-15).

Under Dirichlet-type boundary conditions (not implemented in the model yet), (D3-2-10) becomes

_ Piir
—2 1 0 Pz,j,k Fz,j,k @ (Ax)z
1 1 -2 1 P, 3,5,k F; 3,4,k '
= )2 es aee s cee = e —9—
d(Ax) (D3-2-18)
B 1 _2 1 an—z,j,k FnX—Z,j,k
0 1 —2 an—l,j,k o anjk
an—l,JLk a (AX) 2

Hereafter, we use njx=nx—2, njy =ny —2 for expression. Since (D3-2-3) is separable in the x- and y-directions,
applying the same manner in the y-direction yields

Au H,Z.k - Injx [nj H,z,k q)z,k,
Au H,S,k 1 Inj —ZIm- Injx H,3,k q33,1«:
... — )2 . vee =
a +a( Ay)
Au H,ny—z,k Inj “‘2_[”] Injx H.ny—z,lz ®ny—2,k
Au H,ny—l,k Injx - [njx H,ny—l,k [I]ny—l,k/

(D3-2-19)
for each level discretization. Here, I,;, is a unit matrix whose dimensions are (njx, #jx). Introducing a tensor

product operator for (m, m) matrix M and (%, ») matrix N
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mulN  m N - mN
Ny N N

MRN=| " e e ’ (D3-2-20)
Mg N MmN

(D3-2-19) can be written in the fdllowing form
a(Lyy®Y ' A+ Y5'BRLI = . (D3-2-21)

Here, I,;y is a unit matrix of (nfy, njy), B is a matrix of (%jy, njy) that is similar to 4, and II,,, and ®,,,, are (zjx*
77y, 1) matrices consisting of P » and F;, (incorporating the boundary conditions).

Finally, the finite discretization (D3-2-3) is written in the following form
a5 @Y i'A+ Y 5'BRL,x) .+ 7kn,,k—1 F (et e o+ BI1 4r = @,,k; (D3-2-22)

for Zéké nz—1. Here,

S B L
Az Az 207
RS S S LT
P Az Azpyl Dz} 2 ’
v Ryl ’
P Sy N (D3-2-23)

_Kz—k AZ]H.% 2

The upper and lower boundary conditions (D3-2-9) are rewritten as

1 g 1 s _

( Azl+%+ 3 )H”1+(Azl+%7’ 5 YI,=®,4,
1 hm“%’ 1 ﬁz—% :

Caz, gt et (g S M = e (D3-2-24)
ne—y nz—y

Here, ®,,, and ®, .. are (mjx*njy, 1) matrices consisting of B;;;, and B;,,.. These equations are rewritten as

HIL,+ 810,
Vel nz1 7+ Sn2ll ne =P,z ) ' ‘ (D3“2“25)

D-3-3 Dimension Reduction Method

The dimension reduction method described in Ikawa and Saito (1991) is used to solve (D3-2-22). This method
projects the pressure equation onto the horizontal eigen space, and leaves a one-dimensional vertical equation.
Here, we focus primarily on a uniform grid (D3-2-16) since the usual computation is done with a uniform grid.
A detailed description of the dimension reduction method for a variable grid is presented in Ikawa and Saito
(1991).

For a uniform grid, the eigen value matrix and eigen function for A, (D3-2-16) are given as

0 0
0 - 0
. k—1
— 2
Aa:ﬁ 4sin anx” , (D3-3-1)
0 0
petix—1

0 0 4sin i
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and
1 (k—1) (1—1/2) (nix—1) 1—1/2)
\/7 COS n]x T . COS n]x 7T
_vV2 |1 (1) (m—1/2) ) (njx—1) (m—1/2) D3-3-2
P= Vi | VT cos i 7 coS pr— z | (D3-3-2)
1 (k—1) (njx—1/2) (njx—1) (mjx—1/2)
ﬁ COS n]x T -+ COS n]x T
Under the cyclic boundary condition, as described in Ikawa (1981), they are
0
ssin® =L,
nx
_ peip2
Ag= ik Y B (D3-3-3)
(Ax)* —4sin2—2— ,
—Sinz——————2 (k*nj{c/Z—l)n
nix .
dsin? 1,
2njx
1
73 1 1 0 0
1 COS__Z” COS—~27[ . Sin—zi s _Zl(ﬂﬂ_l)
NG Vo nix wx 2 nix nix >~ 2
VL 1 27 27 njx . 27 i 27 (I
NG cosz Cosn—jx 5 m Smn]’x m smn].x 9 Dm
1 27 (1) e cos lTTIE (s 1Y in 2 (i — 2T My (e
73 cos;l;;(mx 1) cos, 9 (njx—1) sin 2 (njx—1) P 1) (mjx—1)
(D3-3-4)
respectively. For the Diriclet boundary condition, see Ogura (1969).
Using the following property of a tensor product
(URU,) (UG,RU,) = (UL U,) R (L U,). (D3-3-5)
and operating @*@P!, the coefficients of II,,, in (D3-2-22) become
QT'QP (L QA,+B.RI,;x) (QRP) Q7'QP!
=(Q Uy RYPTAL + Q' BRQAQP  [;P) Q7 'QP!
= (L;yQ@Ae+ AR 1,2 QQP, (D3-3-6)
where @ and A, are the eigen function and eigen value matrix of B,.
Thus, (D3-2-22) becomes
a(Ljy QA+ A& 1) _Q_1®P—1H{,k
+71Q QP I 5y + (St en) Qf‘@PHH,,k
+4HQT'RPM 4 = QT IQP D, D3-3-7)
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If we define

A~

H,,kE.Q_1®P_1H,,k7

3,=Q'®P"'Q,, - (D3-3-8)
(D3-3-7) becomes

7’kﬁ,,k—1 F{a Ly @A+ AyQ1Lx) + 5t e }ﬁ,,k + tkﬁ,,kJrl =0 ;. (D3-3-9)

That is, for ®,,,

~ A

S 4 ;. D51
0 S + [ +a (lai‘l_ Abj) tg ﬁi,j,z é1',‘1',2
A _ A... . 3-3-10
7% Spt ek+a(la,~+ lb,) tn Hi,j,lz (I)i,j,k (D )
Ynz  Snz) ﬁz’,j,nz (’Isi,j,nz

where Aa; and Ad; are ¢-th and j-th components of A, and A,. This is a one-dimensional Helmholtz equation,

similar to (C3-2-11). When ﬁ,,k is given, II,,, can be obtained by inverse transform

,,=QRPI . (D3-3-11)

D-3-4 Pressure equation solver with the Gaussian elimination
(D3-3-10) can be solved by the Gaussian elimination if the (nz %z) coefficients matrix is not singular. For
simplicity, we omit suffixes 4,7 from the expression, and rewriting s,+e,+a(la;+1b;) as s, for 2 = k = nz—1

and express the coefficients of the tri-diagonal matrix as

S1 tl pl fi
e S b j2 f
_ . . D3-41)
Vk Sk tk pk f;%
7nz SﬂZ an fnz
Multiplying the first line of (D3-4-1) by @, =1/s,, and setting b, =-ha, g =fa yields
1 —b D1 &1
72 Sz b b2 JA
_ . 03-4-2)
Ve Sa t D Ja :
Ynz  Snz)\Dnz Jrz
Subtracting #, X (first line) from the second line and multiplying by @, =1/(s,+ 75.) gives
—b D &
0 1 —b, b2 )
' = | (D3-4-3)
Va3 Sk tk pk f;c A
Ynz  Snz pnz fnz

where b,=-ta, & =(f,-7:8))%. In the same manner, by setting @,=1/(ss+ 74bs-1), b=~ teas, o= fi= 72811, the

above formula becomes



1
0

- bnz—l

1
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D

D

pnz— 1
Dnz

&

&r

_ . (D3-4-4)

Bnz—1
8z

The solution is given by pn:=gnz ..., Dr=&r+ bibrs1, .. L1=& +bip.. The coefficients a, and b, can be prepared

in advance since they are independent Qf Dr OT fr.

As seen in (D3-3-1), Aa, =215, =0 for (5, /)=(1, 1), thus, for an anelastic model (¢,=0), from (D3-2-23) to (D3

~2-25), the following relation is satisfied :

1 Az

Az,

1

S1

72

L

S2

Ly

Y2 Sk

=0, (D3-4-5)
tk ’ ) :

Ynz  Snz

which means the (nz, #z) coefficient matrix becomes singular. As mentioned in Ikawa and Saito (1991), this

corresponds to the non-uniqueness of the horizontal averaged pressure field in the anelastic model. To avoid this

situation, the constraint

ﬁl,l,nz—l +ﬁ1.1,nz: 0,

(D3-4-6)

is imposed. In our case, we set 7,,=s,.=1 for (z, /)=(1, 1), which means that the horizontal averaged pressure

in the anelastic model takes the same value of the reference atmosphere at the upper boundary.

P.G. The boundary conditions for pressure equations are set in sub.CFPBDV, and the forcing terms are set in

sub.CPFORI and sub.CPFRV]. Eigen vector functions are set in sub.INIVGI for a variable grid and sub.INIVG2

for a uniform grid. The Helmholtz equation is solved in sub.VHELMH where the Gaussian elimination is done

in TRIDGH.
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E. Initiation of the model
E-1. Reference atmosphere and initial environmental field
E-1-1 Stand-alone case '

For the stand-alone case (without nesting), the input parameter card specifies vertical profiles of horiéontal
wind (u, v), potential temperature (¢) and mixing ratio of water vapor (g,) (see Section K). In Ikawa and Saito
(1991), the reference atmosphere was given by a simple algebraic function, while in the new model, the vertical
profile given by the input parameter card is used for the reference atmosphere without any deformation except
vertical interpolation into the model levels. For given # and g,, the pressure and density of the reference

atmosphere are given by

%=0(1+061g,), |  (EL-1)
= (21", | | | | (E1-1-2)
w=m— |z, | | (E1-1-3)
p=pem/R, : | (E1-1-4)

h (_p_)cv/cp

"o, n) S

‘where p; is the averaged pressure at z=0. Once /(z) is obtained, the reference atmosphere is interpolated on the

z* coordinate
6,(2) =6, (x,3,2%),
p(2)—p (x3,2%),
p(2)—=p (x3,2%), (E1-1-6)
‘In order to satisfy DIVT(U, V, W)=0 and W *=0 in entire model domains, the initial momentum as the
prognostic variables U, V and W is set by
U(z*) =p(2)u(z),
V(%) =p(2)v(2), (E1-1-7)
W (5,3,2%) = — (GIGRU+GEG= V). (E1-1-8)
Here we assumed »m =1 for the stand-alone case. Note that, U and V in (E1-1-7) differ from the alternative
expression by their original definition :
U(xy,2*) =p(xy,2*) GTu (27,
V (%y,2*) =p(xy,2*) Go(2), (E1-1-9)
Expressibn (E1-1-7) gives constant values for U and V at the z* surface, that is, greater values than (E1-1-9)

are used for the initial horizontal wind components if there are mountains. This modification is important for

achieving a smooth start-up.

E-1-2 Nested case
When the non-hydrostatic model is used as the nested model, initial fields are prepared by interpolating the

field of the outer model. As described in Saito (1994), two different interpolation procedures are employed. For
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the horizontal wind and the specific humidity, vertical interpolation is performed using the z* coordinate in each
model so that the boundary layer structure of the outer model is retained in the nested model. For the potential
temperature, vertical interpolation is performed using the z coordinate to prevent artificial buoyancy due to the
difference in the orographic heights between the models.

Once the specific humidity and potential temperature are interpolated, their horizontal average is computed

to make the reference atmosphere :

0 (xy,2*)—6(2),
0 (59,2%)>q,(2), (E1-2-1)

where averaging is performed strictly on the horizontal coordinate, not on the terrain-following model
coordinate. Once 6 and ¢, are computed, the reference atmosphere is set by (E1-1-1) to (E1-1-5), and
interpolated into the model planes by (E1-1-6). Pressure and density at the initial field at each grid point are

computed by

= 5™, (E1-2-2)
0
1
BN -(CLN 8 S o
n=n— 55 Lavdz , (E1-2-3)
P (x,3,2%) = (pyn%E~1) G, (E1-2-4)

where p, =1000 hPa, 6, is the interpolated virtual potential temperature of the outer model, and p is the pressure

at the ground surface of the nested model, which is evaluated by
—_ £
pg:pga{l_r‘ (ZST Zso) PR (E1-2-5)
8o

Here, . is the interpolated surface pressure of the outer model, and z; and zs, denote the ground heights of the
nested model and outer model, respectively. 7T, is the ground temperature of the outer model. The ground
temperature of the nested model is derived from the outer model but is adjusted according to the difference of
the heights between the two models. We use 6.5X107° deg/m for T, the temperature lapse rate near the surface.

When the pressure is determined, the density is calculated by

Z+P/G%)
bo

Co/Cy -

piya®) =i (E1-2-6)

Currently, the water quantities, other than water vapor, are regarded as zero in the initial field, so 6, is used
instead of the mass-virtual potential temperature in the denominator of (E1-2-6).
Using (C2-1-9) and (C2-1-10), the initial guess of the horizontal winds is calculated from the interpolated

horizontal wind field of the outer model (4, v,) as

y,=8GE
=20, (E1-2-7)

In the initiation procedure, the above initial guess of the horizontal winds is modified as described in the next

" subsection.
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P.G. The vertical profile of the reference atmosphere is set by sub.SETREF for the stand-alone case and by
HRMEAN for the nestihg case. The profile is interpolated into model planes by sub.CPTRFT.

E-2. Start-up procedure
E-2-1 Adjustment of the horizontal wind components

In anelastic models, mass conservation in the entire model domain becomes the solvability condition for the
Poisson type pressure diagnostic equation, as Ikawa and Saito (1991) discussed. In a fully compressible model,
the conservation of mass is not the solvability condition for the pressure equation, but total mass ﬂux through
lateral boundaries is still very important for maintaining the total mass in the model domain.

Volume integrating the continuity equation (C2-1-8), we obtain the following relation between the time
Atendency of total mass in the entire model domain and the mass flux through the lateral boundaries :

& JI

”,,ff dxdydz*= ( [[ Udydz*) o= ( Jf Udydz®).-x

+ (ff varaz) oo~ (f[ Vadz®),=v
7ff%(PaVrQr"l‘/)aVsq‘st/JaVgQg)z*:odxdy, (E2-1-1)

where X and Y denote the dimensions of the nested model domain for x and y directions and we assume that
W * becomes zero at the lower and upper boundaries. The last term on right-hand side of above equation comes
*from the volume integration of PRC in (C2-1-8), which corresponds to the total surface precipitation in the model
domain!
‘ In the nesting procedure, simple application of the interpolated wind of the mother model (E1-2-7) does not
satisfy the above relation due to interpolation errors, differences of upper boundary conditions between the two
models, and treatment of the PRC term in the nonhydrostatic model. In order to satisfy (E2-1-1), the

interpolated winds U, and V, are adjusted by

Uy (,3,2%) = Uy (%,3,2%) +£)_(—2xAD]’

Y —2y
Y

Vo' (x3,2%) = Vo (x,2%) + ADJ, : (E2-1-2)

where ADJ is the difference between the expected change of total mass and the right-hand side of (E2-1-1):

ALy :z(sle+ S Sy L~ ([ Undyde™) c=ot (f Usdydz®)ox,

— ([f Vodxdz*) y—o+ ([[ Vodrdz*) y-v

+ 'U_ﬂ]%_z (pa Vr(I7+pa Vst+pa VgQg) z‘:OdXdy } (E2-1-3)

Here, Si; and S, are the square measures of the lateral planes of the nested model at the north-south and the

east-west boundaries respectively, and S,, is the area of the model domain. p, and pu are the averaged pressures

! Saito (1997) neglected this term. However, this term is not necessarily negligible in case of heavy precipitation or
long-term simulation since mean precipitation of 10 mm corresponds to a pressure decrease of 1 hPa. For the GCSS WG4
Case-1 squall line simulation (Saito and Yamasaki, 1997 ; Redelsperger et al., 2000), neglect of this term resulted in about
a 2 hPa deficit of the mean pressure (Saito, 1998). More strictly, we should consider the surface vapor fluxes too, but
currently neglect them. '
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of the outer model at the surface and top of the nested model. This adjustment is applied not only at the initial

time of the nested model but also at all output times of the outer model.

E-2-2 Vertical wind component
The first guess of the vertical wind is calculated from the interpolated horizontal wind field of the outer
model (U, V) using the continuity equation. In order to satisfy the bdundary conditions of W *=0 at the upper

and lower boundaries, the following weighted mean vertical velocity @, is introduced :

H—z*

W, (z*) =W+, 7

H—z* . (E2-2-1)

*
d H;
where W*, and W*, are the vertical velocities obtained by the upward and downward integration of the

continuity equation :

Weaen =—m [} G+, | (E2-2-2)
W*d<z*>—mj' OO . (E2-2-3)

W*, given by (E2-2-1) is mainly derived by upward integration near the surface and by downward integration

~near the upper boundary.

E-2-3 Mass-consistent variational calculus

The hybrid vertical wind W*, given by (E2-2-1) does not necessarily satisfy the continuity equation. In
order to obtain a three-dimensional, mass-consistent wind field, the variational calculus method (Saito, 1994) is
available as an optional choicé in the start-up procedure of the anelastic system. '

The function needed to rﬁinimize the vériance of the difference between the adjusted and the inferpolated
wind is described by the following equation (Sherman, 1978) :

T=Ila* (U= U) +a>(V = Vi) 24 a? (W*— W *,)?

+ADIVT (U,V, W) }dudydz*. | (E2-3-1)

Here, @ and a, are weight parameters that depend on the accuracy of the initial field, and A is the Lagrange

multiplier and is a function of x, y, and z*. The variation of J is

o = [ Aear®2(U—=Uy) U+ a?2(V — Vy) oV + a2 (W*— W*) 6W*+ 1 (a‘w 83;/

+OV ey | (E2-3-2)

Note that the map factor is neglected in the divergence of the anelastic system (see C-2-3). Taking parﬁal

integration of (E2-3-2) and assuming boundary conditions
(26 )2=0, (A8V)ly=0, (AW *)iz=0, ' (E2-3-3)

we obtain the following associated Euler-Lagrange equations whose solution minimizes (E2-3-1):

202 (U~ Uy) —2=), ' (E2-3-4)
_ 9L
2* (V= Vo)~ 2=, | (E2-3-5)
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2a" (W*— W*p) —

aj* —0. (E2-3-6)

o)
Substituting the above relations into the constraint (C2-3-1), the equation of A is obtained by solving the

following Poisson equation :

2 2 2 52 ’ :
S T e O 20 DIVT (U, V', W), (E2-3-7)

The boundary conditions of (E2-3-7) are 1 =0 at the lateral boundaries, and 91/8z*=0 at the upper and lower
boundaries. In the model, &, =1 and a*= a,?/ a,* are usually used, and the solution of (E2-3-7) is obtained by the

Successive Over-Relaxation method.

E-2-4 Initialization of pressure in élastickmodels '

The variational calculus presented in the former section is applied only to anelastic systems. For an elastic
model, the div_ergence in the initial field causes sound waves that are soon reduced and do not affect the later
simulation results in most cases. The initial pressure field of the compressible model is given by (E1-2-4). For
another way to initiate the pressure field, the model has an option in which the pressure field is given by solving
the Poisson type pressure diagnostic equation for an anelastic system. This option efficiently smoothes start-up
and minimizes the sound waves ; it is suitable for cases in which the surface pressure field of the outer model is
not reliable. Currenﬁly, fhis option is not complete for initialization of the regional prediction model since the

map factor is not considered in the anelastic pressure equation.

P.G. The wind field is adjusted according to the total mass tendency in sub.ADJFLX. Variational calculus is
performed in sub.RELAX and sub.CADJPI.
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F. Boundary Conditions
F-1. Boundary conditions for the pressure equation
F-1-1 E-HI-VI scheme

In section D-3, we discussed the pressure solver for the Neumann boundary conditions (D3-2-4) to (D3-2-6).
The definite expressions of B,, B, and B, were obtained by computing the pressure gradient terms in the relevant
momentum equations.

For the E-HI-VI scheme, the lateral boundary conditions are given from (C3-1-10) and (C3-1-11) as

ag;P: - (14%25&_2‘4171/”

~—2(apvu+ 20020, | FD)
T (1JA:(KAF2AD v

=—2(apvv+2 -V, " (FL1)

The right-hand sides of the above equations include the time tendency of wind speed at the boundaries. Since
the modified advection terms (ADVU’; ADVV”, ..) defined in (C3-1-14) and (C3-1-15) include surface friction and
Coriolis forces as in (C2-1-20) and (C2-1-21), the model gives a kinematically balanced pressure field as the
solution. We will refer to the time tendency of horizontal winds again in section F-2-2.

The upper boundary condition from (C3-1-12) is

o 4 1 8 yhopo (o AW __ o
G P == AP = A 2APYWI
1
mG?
_ , oW Wi—Wwi! -
= —UADVW' +5F ~rar) —3
= ,VEXTW =W Wi—witt 1 B
=—2{ADVW"A A7 EPIN; }/mG%. (F1-1-3)

Here, EXT.W is the expected value of W at the upper boundary, which is currently set to zero.

The lower boundary condition is given by setting
GEN W *=A2W +m (GEGEA U+ GZGHA V) =(, (F1-1-4)
and substituting it into (F1-1-3) with (C3-1-10) and (C3-1-11) as

(25t =t —E ) AP ={—2ADVW'—2m (GEGRADVU'+ G¥G=ADVV") }/—1
Z 1 mCy mG?
mG?
o 1sOA°P | 1~ 9A%P 1 1
mGAGRESE 4 GIGREZE) [ (F1-1-5)

An iterative procedure is necessary to solve (D3-1-1), since the under-lined term in the above equation is not
separable. However, if the model includes surface friction and we assume W =0 at the ground surface, we can

use
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2 , 1 _
(82* + - mC 2)AZP— 2ADVW’ /mG'%" (F1-1-6)
mG?E

for the lower boundary condition instead of (F1-1-5), and then the iterative procedure is no longer required.

P.G. Lateral boundary conditions for pressure equations are set in the array PFORCE in sub.CFPBDV.

F-1-2 AE scheme
The boundary conditions for an anelastic model are the same as described by Ikawa and Saito (1991). The

lateral boundary conditions are, from (C2-2-4) and (C2-2-5),

1
P __aU_ aGIGHP o
ST e gy —ADVUHRU, (F1-2-1)

oP oV aG%G”P
—=— 5 —ADVV +RV 1-2-
oy ot G%az* T ’ (¥ 2)

where the right-hand sides of the above equations include the time tendency of wind speed at the boundaries, as
well as surface friction and Coriolis forces as the forcing functions. The second terms on the right-hand side
come from the residual terms of the horizontal pressure gradient forces in the chain rule. The inner values of
P just adjacent to the boundaries at the former time step are used in these terms.

The upper boundary condition is obtained from (C2-2-9) as

)P G (=2 — ADVW +BUOY '+ RW)
:G%(_EXT'VZVA;W”” ADVW +BUOY'+RW), (F1-2-3)

where EXT.W is currently set to zero.

The lower boundary condition is given by setting

G2 g2l
ot

+Gt G23 =0, (F1-2-4)

and substituting it into (F1-2-3) with (C2-2-4) and (C2-2-5) as

1
HGiGe(—22 _8GGYP  ,hyt Ry
ox Gfaz*
+GYGE(— 51;1 a(G;ZG’ L ADVV+RV)—ADVW +BUOY +RW ). (F1-2-5)
2 Z

In order to maintain separability, the above equation is arranged as

1
2 +gC—Gf)P:G%{BU0Y'—ADVW+RW—G%GI3(ADVU—RU)—G%GZS(ADVV—RV)}
(&Gi) gGZ)P GZ{G2G13 BP w)+G Gza(aP %)}’ (F1-2-6)
2ozt Graz*

where the underlined terms are the variable part in the iterative application of the direct method.

P.G. Lateral boundary conditions for pressure equations are set in the array PFORCE in sub.CFPBDV.
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F-2. Lateral boundary conditions
F-2-1 Cyclic boundary condition
As described in B-7-1 of Ikawa and Saito (1991), the cyclic boundary conditions are available in x- and/or

y- directions. For the x-direction cyclic boundary condition,

951,, = ¢nx—1,,;
bux, = .., (F2-1-1)

are imposed for all field variables ¢. Similar conditions are applied to the y-direction for the y-direction cyclic
condition.

As described in B-7-2 of Ikawa and Saito (1991), the free-slip wall lateral boundary condition is an option.

P.G. The cyclic condition is employed when MSWSYS(14)=1 or 2 ; the wall lateral boundary condition is used
when MSWSYS(14)=-1 or -2. See sub.LTRLB2, LTRLBU, LTRLBV, LTRLUV and ADJ2D1.

F-2-2 Open boundary condition
a) Normal wind

Orlanski’s (1976) radiation condition is used for wind normal to the lateral boundaries. According to the
Sommerfeld radiation condition, the phase velocity of the inner gravity wave is evaluated by

¢br+1+ ¢b7—1 _

o __ ¢br+1f¢.br—l/ 2 in
& N4 Ax

B Bo" 1= By Ax N
- ¢ L g e 10 AL (F2-2-1)

Here, the subscripts 4 and ## indicate variables at the boundary and inner adjacent points. This phase velocity
C is replaced by the smoothed phase velocity C* that is averaged at three inner grid points at the former time

step, and we choose the smaller value compared to Ax/At as

Cy* =min( 32% L AL (F2-2-2)

The radiative value ¢ rap at the outflow boundary is then given as

C¢ Z—C *
P rAD= 29; ¢+ Ax din for Cg*>0. (F2-2-3)

1+5:Cs 1+EC¢*

At the inflow boundary, ¢ rap is assumed to be the same as the boundary value at the former time step:
PraD= "} Jor C4*<0. (F2-2-4)

The value at the boundary is finally determined by the following weighted averaging procedure using ¢ exr and

drap as
dEnb=adrxr+ (1—a) ¢ rap, (F2-2-5)

where ¢exr is the external reference value, and « is a weighting parameter.

Three values of «,
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in s Jor U < 0 and C4z*<0,
Hou ;f07’ U Z 0 and CqS*S 0,
Qours 5 fOT Cs*> 0, (F2-2-6)

are employed depending on the directions of the normal wind and gravity waves. In the nesting case, these values
should be determined according to the reliability of the prediction of the outer model. If maximum values such
as &in™ Aoun = dourr=1 are used, the lateral boundary values of the nested model are strictly determined by the
outer model only, and the radiative condition becomes meaningless. If the smallest values, such as an= doun =
dou»=0, are used, the lateral boundary values are determined only by the radiation condition, which means that
the inner model can no longer incorporate the time change of the environmental field from the outer model. In
most nested runs, a value greater than 0.5 is used for a;,, while relatively smaller values are employed for aoun
andaoyzz.

Using (F2-2-5), the time tendency of the normal wind component at the lateral boundary is fentatively given

as
7+l _ g7-—1
(%?) T+ :%. (F2-2-7)

This tentative time tendency of the normal wind is modified so that it guarantees the conservation of the total

mass in the model domain as discussed in F-2-3.

b) for other variables

For variables other than the wind component normal to the lateral boundaries, gradient extrapolation is
usually used at the outflow boundary. The inflow and outflow are distinguished by the direction of the normal
wind component :

brap=2¢5L—¢5 for U0, (F2-2-8)

SraD= " Jor U<0. (F2-2-9)
Here, ¢ means the prognostic variables of the model such as the wind component parallel to the lateral
boundaries, potential temperature, and water vapor mixing ratio. Since their locations are placed on a staggered
grid (Fig. D1-1-2), subscripts out and iz mean the external and internal values just adjacent to the lateral
boundary. The external value just adjacent to the lateral boundary at the next time level is determined using

a weighted averaging procedure similar to (F2-2-5):
st =B exr+ (1—B) ¢ rap, (F2-2-10)

Three values of 8 are available, depending on the directions of wind and gravity waves, similar to (F2-2-6),
though usually Bz is set equal to Boua. The potential temperature is extrapolated using the deviation from the

reference potential temperature as
0;1;;1 = ﬁout gEXT + (1 7ﬂout) [E—l— {2 (5_ 0:;«) - (E_ 0;{71——11) }] l} (FZ_Z_].].)

to prevent artificial buoyancy, considering the steepness of the orography at the boundary.

P.G. Normal wind is extrapolated in sub.EXTNUH and sub.EXTNVH ; tangential wind is extrapolated in sub.
EXTUY2 and sub.EXTVX2. Other variables are extrapolated in sub.EXTRXI1, EXTRY1, EXTRX2 and
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EXTRY?2.

F-2-3 Mass flux adjustment for radiative nesting

The relation between the time tendency of the total mass within the entire model domain and the total mass
flux through the lateral boundaries (E2-1-1) must be satisfied not only for the initial conditions but also for the
entire simulation period. Although Uj,” and V, in (E2-1-2) satisfy (E2-1-1) for each output time of the outer
model, the normal wind components determined by the radiation condition (F2-2-5) are not necessarily consistent
with (E2-1-1). A simple adjustment scheme for an anelastic model was given in Ikawa and Saito (1991). In a fully
compressible nesting model, the time tendency of the normal wind should be modified so that the mass flux at
each model boundary conforms to the mass flux of the outer model as closely as possible while satisfying (E2-
1-1).

For the given adjusted interpolated horizontal wind (e.g., U, (,,,KT) and U)(,,,KT +AKT)) of the outer
model, the external wind at t and its tendency between KT and KT +AKT are given by

Urxr (1) = Uy (,,,KT) + (1 — KT) s Usxr, (F2-3-1)
Q (]0 (ynKTJ’_AKT) — (]0 (,,,KT) a_
oV ExT= AKT (F2-3-2)

The time tendency of the mass-flux through each lateral plane that satisfies the total mass conservation is

obtained as follows:

aMcft‘Xl:Q(ff Upxrdydz™) v

N U2, KT +AKT) dyaz*— [J U/ (2, KT) dyds*
N (F2-3-1)

aM§X2 Z%(ff Uexrdydz*) c=x

foo (nx,,, KT +AKT) dydz*— [[Uy (nx,,,KT)dydz
ART (F2-3-2)

MEYL_ B ([ perae®), -

_ IV (2, KT +AKT) dedz*— [[Vy' (2,KT) ddz*
AKT (F2-3-3)

MEFY
aTtZZQ( IV exrdrdz*) = v

ff Vo' Gy, KT +AKT) dxdz*— [[ Vo (,ny, KT) dxdz
ART (F2-3-4)

Finally, the time tendencies of the normal wind component in each model plane given by (F2-2-7) are adjusted

by

& )0 (aU ’*+{8MFX1 f(aU S dydz®) )/ Som, (F2-3-5)
g =g+ 221 AUy iz s, (F2-3-6)

aMFYl — T, (aV

( )o (7)S*+{ §*dxdz*) }/ S, (F2-3-7)
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&y, =&+ 21 @Yy s gy s, (F2-3-8)

where Sy, and S,. are the areas of the lateral plane of the model at the east-west and north-south lateral
boundaries, respectively. The above wind speed adjustment is only order of 10~* m/s? in most cases, but is crucial
for maintaining a reasonable average pressure field of the nested model. The above time tendencies of normal
winds are used for the Neumann-type boundary conditions for pressure diagnostic equations (F1-1-1) and (F1-
1-2). For an AE scheme, similar procedures are done assuming the left-hand side of (E2-1-1) as zero, and the time

tendencies are used for the first terms of #»4.s. in (F1-2-1) and (F1-2-2).

P.G. The time tendency of the mass-flux through each model plane is computed in sub.CDMFDT2. The time
tendency is adjusted in sub.UVPBD.

F-2-4 Boundary relaxation

Rayleigh damping, which enforces the external values of the prognostic variables, can be imposed near the
lateral boundaries. In Ikawa and Saito’s (1991) model, the external values were fixed to those of a
one-dimensional reference atmosphere. In the new model, time-dependent three-dimensional values interpolated
from the outer model are used for the boundary relaxation.

Rayleigh damping

Dr=— Alt %y{tﬁ(xy,z 1) — dexr (x9,2,1) }, (F2-4-1)

is added to the time tendency of ¢, where ms is the coefficient that determines the 1/e-folding time. Dy, is a

function given by

D (%24, X 1) :xd;x for x<xq,
d

D (exy, X 1) =x_—(}fcj“—xdl for x> X1~ 1, (F2-4-2)

Dy (%,3,%2) =max{D (%%, X1), D (%%, Y1) }. (F2-4-3)

Here x, is the width of the sponge layer where the boundary relaxation is enforced. At x=0 and x=X, the 1/

e-folding time of (F2-4-1) becomes mi At.

P.G. Parameters m and x, are given by RLDMPX and IDIFX in the parameter card. Dy, is set in sub.SETDCF
and used in sub.RLDAMP3.

F-3. Upper and lower boundary conditions
F-3-1 Velocity and potential temperature
From (D2-1-12), the kinematic condition

x y
W*:é{ W+m (GIGHTU* +GFG=V*)} =0, (F3-1-1)
2

is imposed for W at k=1+1/2 and 2=#nz—1/2. For U and V, a free-slip condition is imposed for the upper

boundary and lower boundary, if there is no friction. Under non-slip conditions, sub-grid scale momentum fluxes
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are given from the resistance law as in B-10-2 of Ikawa and Saito (1991).

F-3-2 Absorbing layer

Rayleigh damping, which enforces the external values to the prognostic variables, is imposed near the upper
boundary. In Ikawa and Saito’s model (1991), the external values were fixed to those of a one-dimensional
reference atmosphere. In the new model, time-dependent three-dimensional values given by the outer model are
available for nesting.

Rayleigh damping

1 D,

DRZ: ——A——t MRz

{¢ (xy,28) — pexr (x3,2,0) }, (F3-2-1)

is added to the time tendency of ¢, where mu, is the coefficient that determines the e-folding time. D, is a

function given by

1+cos(g__: )
D,(z,2,H) :——Z—d—— Jor 2>24. (F3-2-2)

Here, x, is the width of the sponge layer where the boundary relaxation is enforced. At z=H, the e-folding time

of (F3-2-1) becomes mg Af.

P.G. Parameters my, and z, are given by RLDMPZ and KZDST in the parameter card. D is set in sub.SETDCF
and used in sub.RLDAMP3.
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G. Physical processes and diffusion
G-1. Cloud microphysics
G-1-1 General features of cloud microphysics

The explicit cloud scheme of the model is basically the same as that in Ikawa ef a/. (1991) and Ikawa and
Saito (1991), where the water substances are categorized into six species (water vapor, cloud water, rain, cloud
ice, snow and graupel). The cloud microphysical processes are illustrated in Fig. G1-1-1. This scheme is based
on the formulation of Lin ef a/. (1983) but has an option that predicts not only the mixing ratios of the six water
species but also the number concentrations of three ice species (cloud ice, snow and graupel), referring to

Murakami (1990). For the details, see B-11 of Ikawa and Saito (1991).

G-1-2 Box-Lagrangian raindrop scheme

When a prognostic explicit scheme is employed in numerical models with a horizontal grid size larger than
10 km, the rain terminal velocity V, not the air horizontal velocity, restricts the time step interval A¢. In those
models, At must be chosen independent of horizontal grid spacing Ax to satisfy the Courant-Friedrich-Lewy
(CFL) condition for rain falling (VAt/Az<1, where Az is the vertical grid interval). Especially when many
vertical layers are employed in the lower part of the domain to express the atmospheric boundary layer in detail,

At has to be so reduced to calculate stable rain fall. Actually, for 10 to 20 km grid-resolution models in which

Prevp water vapor
Pcend Q. Psdep
Pidsn
Pidep
Pifzc,Pispl,Pi.iacw
cloud water Pimlt cloud ice
Q. Qi N;
Ps.sacw Picns
Psaci
" Psdep
Pcenr snow Pgacs,Pscng
Pracw Qs> N; Pg.racs

Praci

. Picng

Pgacw,Pg.sacw Pg.iacw Pgaci

Ps.sacr
L | rain Psmit graupel ’
-
Q- Pgmlt Qg Ny Pgdep
Pgacr,Pgfzr,Piacr,Pg.sacr

Prprc Psprc ngr(}

Fig. G1-1-1 Cloud microphysical processes in the model. Reproduced from lkawa
and Saito (1991). For explanation of the symbols, see B-11-1 in Ikawa
and Saito (1991).
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a prognostic explicit scheme is employed, Af=15 to 30 sec has been used (e.g., Yamasaki, 1977 ; Kato and Saito,
1995).

In numerical models with a grid size larger than 10 km, to use the time step interval calculated from the CFL
condition for air advection (i.e., Va At/Ax<1, where Va is the absolute value of air horizontal velocity), a new
raindrop scheme named the Box-Lagradian raindrop scheme was developed (Kato, 1996). This new scheme is
described in this section. First, a raindrop scheme is designed from the following equation when it is assumed

anelastic.

dg_ 9g 3(pgV) _ o
Pt Pt oz O (G1-2-1)

Here, p is the air density, ¢ is the mixing ratio of rainwater and V is the rain terminal velocity defined asV =
Aq” where A and # are positive constants. In numerical models, the amount at the next time step is generally
calculated from p% =a—(anLV) (the Eulerian method), but a method that searches for dropping points after a time
step interval by using the left-hand side of (G1-2-1) (the Lagrangian method) is considered. The new raindrop
scheme is based on the Lagrangian method, but it drops the bulk of rainwater in a vertical gird box, not the
rainwater at a vertical grid point. Figure G1-2-1 outlines the new scheme. It is designed so that the bulk of

rainwater pgAz in a vertical grid box, which is defined by two vertical layers, is preserved while keeping V

Z

PLdAZ,

ZT, After At

Fig. G1-2-1 Outline of box-Lagrangian raindrop scheme (from Kato, 1996).
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constant during a time step interval A¢. The k-th vertical grid box is displaced downward during a time step
interval, and the heights of the top Z7;, and the bottom ZB, of the k-th grid box after displaced are determined
first.

The vertical layer where ZT, or ZB, exists is then searched :

ZTp=2Z,—ViAt €[Z1-y, Z12],
. (G1-2-2)
ZB7=27, .~ VAt €[Zp1, Znl,

where Z, is the top height of the %-th vertical grid box, the superscript ‘m’ denotes the value at the time step
‘m’ and the brackets [ 7,B] represent the interval in space between 7" and B.

Next, the dropped bulk of rainwater is partitioned into vertical grid boxes between Z7}, and ZB,. When the
displaced box interacts with the ground surface, the rainwater below it is removed from the model domain as

precipitation. For L1+L12,

P =pug?(Z 11— ZBy),
Prit=puqp(Zr—Zr-1)  for LI<KL<L2,

and (G1-2-3)
P =pg P (ZT— Z12-1),
for L1=12,

P =pag Pz, (G1-2-4)

m+1

where P7; " is the dropped rainwater in the L-th grid box at the next time step from the k-th grid box, and the
subscript ‘%’ denotes the value at the %-the vertical grid point. Summing the dropped rainwater from all vertical

grid boxes, the mixing ratio of rainwater at the next time step is calculated as

S Pt

-k
pl{Z—Z1-1)"

m+1l__

qr (G1-2-5)

When the CFL condition (Az > V At) is satisfied, L1=%-1 and L2=F% are obtained from (G1-2-2). By substituting
L1=k-1 and L2=F into (G1-2-3) and (G1-2-5), the change of ¢ per unit time, [%%];" is obtained as

[ﬂ]m: P 2= 2 1) —n _ Pri1gkn VEL—pegi VY (G1-2-6)
t e At /Jk(Zk_Zk—l) )

m
In contrast, from (G1-2-1), [—g%] in the Eulerian raindrop scheme is given as
k

99\ _2pa V)% _(pgV) ¥ — (pgV) 7 o
[at]k_ PrOZp pPrlz, : (G1-2-7)

Thus, from (G1-2-6) and (G1-2-7), the box-Lagrangian and the Eulerian schemes coincide with each other when

the CFL condition is satisfied.

G-1-3 Moist convective adjustment
The moist convective adjustment was originally proposed by Manabe et al. (1965). A scheme modified by
Gadd and Keers (1970) is adopted in the MRI-NHM. The modified scheme has the following processes. If the

temperature lapse rate exceeds the critical value I'; and the relative humidity RH exceeds its intermediate value
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RH, (0.5 is used in the model), temperature and specific humidity are adjusted so that the lapse rate becomes I'.

while conserving relative humidity and total thermal energy. I, is a function of relative humidity defined as

T. r.(1—RH)+T(RH—RH))) for RH,<RH, (G1-3-1)

1 (
T 1—RH,

where ', and T's are the dry adiabatic lapse rate and the saturated lapse rate. If only a moist convective
adjustment scheme is employed in the model as a rain-generation process, the supersaturation As produced by
the adjustment of specific humidity is forced to drop to the ground during the time step interval. In the
MRI-NHM, however, As can be held on the grid scale since the moist convective adjustment scheme can be used
in conjunction with the prognostic explicit scheme. Therefore, the following two cases are examined.

Case 1. The supersaturation As yielded by the moist convective adjustment is instantaneously removed from the
model grids as precipitation.

Case 2. As is shared equally to the mixing ratio of cloud water ¢, in adjusted grids as follows :

k2

Gor = Qont— 25— As= D pAGAZ, for E1<k<E, (G1-3-2)
2 pnAZn n=Fkl
n=kl

where Ag, is the adjusted amount at the %-th vertical layer and £1 and %2 indicate the bottom and top of adjusted
layers, respectively.

When a moist convective adjustment scheme is used in conjunction with an explicit precipitation scheme, the
temperature change AT adjusted by the former scheme must be modified dependently on the model
grid-resolution Ax and the convective time scale so that the conjunction scheme is reduced to an explicit scheme

for small Ax and A¢:

Ax—1km At

AT — 19%m XZOminXAT Jor 1km <Ax<20km,
and
AT > BL AT for ax>20km (G1-3-3)
20 min - ’

where At is the time step interval.

G-1-4 Cloud amount prediction scheme

Cloud water advected by saturated air flow never evaporates if the temperature of the air is not increased.
In the computational domain where a grid method is used, cloud water that moves into a grid box where the air
is not saturated is instantly evaporated. This often occurs in grid boxes neighboring a cloud. In order to suppress
this erroneous evaporation, cloud amounts are employed as follows.

For convenience, the one-dimensional case is described here. The cloud amount C,, is advected by using a
modified upstream scheme as

i—

mkl - 1407 m-1_ _A-
Crtl=Min| 1.0, C53'—2A¢ Ax , (G1-4-1)

N®iymn 1—N™T 1y™ 1
z+2 z+2 iy

where the superscript “m” denotes the m-th time step, Ax is the grid interval, and At is the time step interval.
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The value of N is determined by the following conditions as
N?”_%:O for s Fl, Crst=0, uiﬂ_%> 0,
NZ-”+%=O for Cri+1, Cr;'=0, uﬁ»’i%< 0,

and (G1-4-2)

N l=1 for other cases.

When the air in a grid box is determined as saturated after calculating condensation and evaporation between
water vapor g, and cloud water ¢. using an “instantaneous adjustment procedure,” C,, is set to 1.0 independently
of the advection result. When C,, becomes negative after calculation by (G1-4-1), C,, and ¢, are adjusted as
follows. C, is set to 0.0, and ¢. is moved into the neighboring grid box on the windward side when the air in the
box is saturated ; otherwise, C,, is set to 1.0 in order to accelerate the evaporation of cloud water. For two- or
three-dimension simulation, when there are several neighboring grid boxes into which ¢, can be moved, g¢. is
equally divided among these grid boxes.

The evaporation of cloud water during the “instantaneous'adjustment procedure” is restricted by C,. The

values of cloud water ¢.* and cloud amount C,* after this evaporation are calculated as

q5=Max (gc— (gos— 9») Cn, c(1.0—Cy) ), (G1-4-3)
Cr= Cm%z, (G1-4-4)

where ¢, is the saturated mixing ratio of water vapor. For C,=1.0, (G1-4-3) gives the original values. The first
term on the right-hand side of (G1-4-3) means that the evaporation of cloud water is restricted to only the region
where cloud water exists in a grid box. The second term determines the maximum evaporation of cloud water.
Furthermore, cloud water is restricted to evaporate only in downdrafts. Under these restrictions, the finite
difference form for the advection of cloud water is modified as

Ni+%ui+-%-qw+7 Nz—%”z—%‘]c,]—%

Ax

qeit=qf' — 201 (G1-4-5)

G-2. Surface Boundary layer
G-2-1 Surface fluxes

A surface boundary layer is assumed at the lower boundary, where the resistance law gives surface heat and
momentum fluxes. Over the sea, exchange coefficients are determined from the formula by Kondo (1975) ; over
land, they are based on Monin and Obukhov’s similarity law with Sommeria’s (1976) formula, depending on the
ground roughness and ground (sea-surface) temperature. The above formulations are the same as in B-10-2 of
Ikawa and Saito (1991), while the ground temperatures of four soil layers are predicted as described in next

subsection.

P.G. The surface fluxes are computed in sub.CRSTUV. The drag coefficients are calculated in sub. KONDOH
and sub.GRDFXH on the sea and land, respectively.
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G-2-2 Ground temperature
According to Segami et al. (1989), we use the four-layer model shown in Fig. G.2.1 to predict ground

temperature. The predictive equation of underground temperature 7 is given as

8T _ aG o
pCat* oz’ (G221)
Y 9
G= Aaz’ (G2-2-2)

where A is the thermal conductivity and p., the heat capacity. Finite discretization forms of (G2-2-1) and (G2

~2-2) are expressed as follows.

Tk—l — Tk

GkZZAAzk_lJrAzk’ (G2-2-3)
aTk__Gk_Gk_l L) T
ot Pz, (G2-2-4)

where Az, is the depth of the k-th layer. 7, is assumed constant during the forecast. The heat balance at the

ground surface G, is given as
Gi=—ecT\*—H—LE+(1—a)Rs+ Ry, (G2-2-5)

where ¢ (=0.95) is the emissivity of the ground surface, ¢ the Stefan-Boltzman constant, H the latent heat, LE
the sensitive heat, « the albedo of the ground surface, Rs the solar radiation reaching the ground, and R, the
downward long wave radiation at the ground surface. H and LE are calculated from Egs. 8-7 and 8-8 in Ikawa
and Saito (1991), respectively. Rs and R, are obtained by using an atmospheric radiation scheme described in
section G-5. When the atmospheric radiation is not calculated in the model, Rs and R are expressed as the

following formula proposed by Kondo (1976) :

R,=S(1—-0.7C1) 1—0.6Cu) (1—0.3Cn), (G2-2-6)
S=Sew cos £{0.57—0.016¢—0.06 logioe+ (0.43+0.016¢) X 107013sect } (G2-2-7)
cos £=sin § sinfs+cos 8 cos b5 cos ¢, ‘ (G2-2-8)
Rr=ecT4[1+ (—0.49+0.066¢) {1— (0.75—0.0005¢) (CL+0.85Cu+0.5CH) } 1, (G2-2-9)

where S, is the solar constant, 4 the latitude, 6; the declination, ¢, the hour angle, ¢ the water vapor pressure
near the ground surface, and 7, the temperature near the ground surface. C;, Cu and Cy indicate the amount
of low, middle and high clouds. They are calculated with the relative humidity averaged between the ground
surface and 1.5 km height (low cloud), 1.5 and 5.0 km height (middle cloud), and 5.0 and 10.0 km height (high cloud)
by using the empirical formula proposed by Ohno and Isa (1984).

The surface temperature at the time step “m +1” T7**! can be calculated from (G2-2-3) and (G2-2-4), after
G and G are obtained from (G2-2-5) for a given 7,. Here G7**! is calculated by using the trapezoid implicit

method shown below.

m+L mALx N~ \m
Gro=Gr+( a2 )" = Gp (ar BL ) P o 22 (Tp - T, (G2-2-10)

The orographic steepness increases or decreases the solar radiation reaching the ground. To introduce this
effect into the model, the zenith angle & is modified in a north-south direction based on the alteration of latitude

(Fig. G2-2-2a) as
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Loz

8 — 6+tan By (G2-2-11)

and in an east-west direction based on the alteration of hour angle (Fig. G2-2-2b) as

0z

¢: > P Ttan w

(G2-2-12)

Here, ¢ is not modified for cos¢ <0 (i.e., the grids on which the Earth throws a shadow).

Az,(0.04m) o T,

L R — T, e
AZ(0.40m) e T,
AZ,(0.60M) oo T,

Fig. G2-2-1 Layers underground. T, and Az, are the underground
temperature and the depth of the k-th layer.

(a) (b)

Fig. G2-2-2 Alteration of (a) latitude and (b) hour angle for the modification of the zenith angle.

G-3. Turbulent closure model
The turbulent closure model that predicts the turbulent kinetic energy is employed to determine the diffusion
coefficients. The formulation is based on Klemp and Wilhelmson (1978) and Deardorff (1980), but slightly

modified. For details, see B-10-1 of Ikawa and Saito (1991). In the model, the linear stability condition

2
K <Knax(2)=0.1 (g%) (AAZt) ,

(G3-1)
is imposed for the eddy diffusion coefficients K,,, K. and K, in order to maintain a stable run.

P.G. The surface fluxes are computed in sub.CRSTUV. The turbulent energy is computed in sub.CETURS5.

Kax 1s set in sub.SETEMX.
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G-4. Computational diffusion
A nonlinear damper, a fourth-order linear damper, and Asselin’s time filter are employed to suppress the

computational noise, adding to the Rayleigh damping (F2-4-1) and (F3-2-1).

a. Non- linear damper

Nonlinear damping (Nakamura, 1978)

30 s 9 ([o4]2 _
002 (2% + (a2 (22, G-

is added to the diffusion term of ¢, where ma, is the coefficient that determines the 1/e-folding time. For

D=

two-grid noises of amplitude a, (G4-1) gives the equivalent 1/e-folding time marAt/8a. In above expression, the

uniform horizontal grid distances are assumed.

b. Fourth-order linear damper

Fourth-order linear damping

Dp=—

ooy (00 584 (a9 28, G42)

where mzp is the coefficient which determines the e-folding time, is added to the diffusion term of ¢ to suppress
primarily two-grid noises. For two-grid noises whose amplitude is a, (G4-2) gives the equivalent 1/¢-folding time
mapAt/16. In the above expression, the uniform grid distances are assumed horizontally. C urrently, this

diffusion is not employed at the lateral boundaries and their inner next grid points in order to assure symmetry.

c. A sselin’s time filter
After the time integration, all quantities of prognostic variables at the time step ‘7’ are modified according

to the Asselin’s time filter (Robert, 1966),
& Gnit) = ¢ (,,,it) +0.5v(p (it +1) —2¢ (,,it) + ¢ (,,,it) + ¢ (it —1) }, (G4-3)

where v is the coefficient set by the input parameter card (usually 0.2). Near the upper boundary (kz>0.7+*NZ),

v is increased linearly up to three times of the original value.

P.G. Linear and nonlinear dampers are computed in sub.DAMPCN. The time filter is employed in sub.

TSMOTH, using the quantities at the time step “##-1” that is set by sub.OSAVEH.

G-5. Atmospheric Radiation
G-5-1 Atmospheric radiation calculated using relative humidity.

The basic framework of the radiation scheme was described by Sugi ef al. (1990), and the introduced scheme
in MRI-NHM was developed with reference to the software package in JSM. Full computation of long wave
radiation is made with an interval that can be determined by a control parameter card (see subsection K-4-3).
The following description is referred to subsection 3.2.3 in NPD/JMA (1997). Only long-wave flux radiated from

the ground surface is considered in every time step. The temperature tendency relates to radiative fluxes

oT) _ _RT oF o
[—a_t]m[ Cop 0z’ (G5-1-1)

where F' is the net upward flux.
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(a) Long-wave flux

The long-wave flux F' can be written as
F=C(z2)7(s,T){nB (Tg) —aB (Ts) } + C (2,2:) v (s,—s, T) aB(T})

+[7C (2 z* (s—5'), T’ )%d'f' (G5-1-2)

where C(z, 2} is the ratio of the clear line of sight between levels of z and z’, T, the soil temperature at the
ground surface, 7 the air temperature at the ground surface, and 7; the air temperature at the top. This ratio
is unity when there are no clouds. The scheme assumes that clouds are fully opaque and overlap randomly in

the vertical direction. The transmission function z and B(7") are given by

(s T) = B(T)fo 75(8) B,(T) dv (G5-1-3)
o (5 T) =gy f 7o (5) 2B (D g, (G5-1-4)
dT
and
aB(T)=n[7B,(T)dv=cT* (G5-1-5)

where B,(T) is the Planck function. In the model, z(s, T) and z*(s, T) are selected from tables prepared in
advance. To make the tables, 7, is evaluated for each absorber assuming Goody’s random model (1952).
Parameters used in the random model are found in Roger and Walshaw (1966) for water vapor, Goldman and
Kyle (1968) for ozone, and Houghton (1977) for carbon dioxide. The pressure broadening of each absorber (i) is

considered using the scaling

5;:=1.66( IOOOhP) "0:dz, (G5-1-6)

where the constant n is 1.0 for water vapor, 0.9 for carbon dioxide, and 0.4 for ozone. The diffusive factor of 1.66
comes from the average over all directions. is The continuum band by dimer (H,0), is an exception to (G5-1-
6). Since the dimer is composed of two molecules, the optical density is quadratic to water vapor density

(Roberts et al., 1976). The transmission function is calculated in each band shown in Fig. G5-1-1 and combined

WAVE NUM. 40 550 800 1200 2200
BAND | 1 2] 3 | 4 B

H,O(LINE)
H,O(CONT)
CO,

0,

Fig. G5-1-1 Division of the wave number region for computing the transmission
function. H,O(LINE) denotes absorption due to water vapor
absorption lines. H,O(CONT) denotes the continuum band of water
vapor (dimer).
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to yield the total transmissivity including overlapping effects of different absorbers. In the present scheme, the
absorption of dimers with wave numbers between 800 and 1200 is neglected. However, since this absorption is

not small, the scheme should be modified in the near future.

(b) Short waves ‘

The radiative processes of solar short waves are separately parameterized for wavelengths less than 0.9 um
(almost visible) and wavelengths greater than 0.9 um (near infrared).

As to visible radiation, the scheme considers the absorption by ozone, Rayleigh scattering by air, and Mie
scattering by cloud droplets. The absorber ozone exists mainly in the stratosphere. In the troposphere,
complicated scattering takes place, but the heating rate due to visible radiation is quite small. Thus, the
important matter for the visible radiation scheme is to evaluate precisely the reflectivity of the whole
troposphere, which affects the upward stratospheric flux.

Absorbers of the near infrared band considered in the model are water vapor and cloud droplets. Lacis and
Hansen (1974) expanded the transmission due to water vapor for a sum of the several bands with respect to

absorption coefficients
7= > aexp(—1.5). (G5-1-7)

T he cloud droplets contribute both to absorption and scattering. The single scattering albedo w, is assumed to

be constant.

. 0
= ot 0 00" Gy

where the spectral dependence is neglected. Here, ¢ is the optical thickness, wv the absorption by water vapor,

¢ the scattering by clouds, and / the absorption by clouds. The total thickness for near infrared radiation is
0= 0wyt S+ 61 (G5-1-9)

Both absorption and scattering are significant in the tropospheric radiative processes in the near-infrared
band. These processes are calculated with the two-stream method (§-Eddington approximation), assuming a

horizontally uniform distribution of cloud droplets within each grid.

{(¢) Cloud fraction
The cloud fraction is one of the key factors of long- and short-wave radiative processes. The model
parameterizes the cloud fraction using a quadratic function of relative humidity

(RH—RHCC)? RH>RHCC

Cloud fractionoo{ 0 RH < RHCC’ (G5-1-10)

where the critical relative humidity RHCC is empirically determined through comparison with satellite
observations for the Far East region (Saito and Baba, 1988). The RHCC should be re-determined for other
regions. The proportional constant of (G5-1~10) is tuned for the model to reproduce realistic outgoing long-wave

radiation and planetary albedo.

G-5-2 Atmospheric radiation for cloud resolving model

This radiation scheme was originally proposed by Yamamoto and Satomura (1994). The basic framework
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of this scheme is almost the same as that of subsection G-5-1. MRI-NHM calculates cloud properties directly,
so parameterization of the radiative properties of clouds can be introduced. In this scheme, the liquid water path
(LWP) and ice water path (IWP) are used as the basic parameters for computing the radiative properties of

clouds.

(a) Shortwave parameterization
In this parameterization of the solar radiative properties of clouds, optical thickness 7 is expressed in terms
of LWP or IWP. Formulations by Stephens (1978) are used for water clouds. In this scheme, 7 and LWP are

related as follows:

(i) Wavelength<0.9 zm (almost visible)

logio 7=0.2633+1.7095In (log,, LWP). (G5-2-1)
(ii) Wavelength>0.9 ym (near infrared).

logie 7=0.3492+1.6518In (log,, LWP). (G5-2-2)

From Liou (1992), the parameterization of optical thickness involving ice clouds is written in the form
r=IWP (—6.6560 % 102 +3.6860 X 10°/D,), (G5-2-3)

where D, is the mean effective radius ; that value is fixed to 100 gm in this model.

(b) Longwave parameterization
In this scheme, cloud emittance is calculated from LWP or IWP, and it substitutes for cloud coverage in the
scheme of subsection.G-5-1. Neglecting the scattering contribution and applying the gray approximation, the

broadband emittance & of clouds may be expressed by

e=1—exp(—k°W/u) (G5-2-4)
where k¢ is the wave-number-averaged mass absorption coefficient, and W denotes either LWP or IWP. 1/4 is
referred to as the diffusivity factor, and a value of 1.66 is used.

In this model, k¢ values of 0.158 for the downward emittance of water clouds and 0.130 for the upward one,

computed by Stephens (1978), are used. For ice clouds, a &€ value of 0.06 (Liou, 1992) is adopted.
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H. Examples of numerical simulations
This chapter presents examples of numerical simulation. All simulations are conducted using the fully

compressible version of the nonhydrostatic model with the HI-VI scheme (e.g., “MRI-NHM”).

H-1. Basic verification against 3-D linear mountain waves!

Ikawa and Saito (1991) verified the model-simulated mountain flow over a three-dimensional mountain.
However, at that time, the anelastic-scheme with the Boussinesq approximation was used for the model. In this
chapter, we show the basic verification once again to demonstrate the model’s progress after publication of
Ikawa and Saito (1991). The design of verification is almost the same as in Ikawa and Saito (1991), but the fully
compressible version is employed and the amplification effect of the mountain waves due to decrease of the

density of the reference atmosphere is considered both in the numerical simulation and the analytic solution.

H-1-1 Linear analytic solution of 3-D mountain waves
For steady state, stratified Boussinesq fluid, the vertical displacement of streamlines &(x, y, z) of linear

mountain waves is given as

9%, 9%, 2%, o? NZ, 9% B?
o ot T oy T 5 O (Gt 5P 00, (HI17D

where U is the environmental wind speed and N, the Brunt-Vaisala frequency :

N2=

QDJOQ

z, (H1-1-2)

Here, 6 is the potential temperature of the environmental atmosphere.
With constant NV and U, the solution of (H1-1-1) is obtained by using double-Fourier transform analysis

(Smith, 1980) :
0(xy,2) = [I " H (k1) emee™sx+ gl (H1-1-3)
where H (%,1) is the double-Fourier transform of the orography height %(x,y) defined as

H (k1) :Z}? 2l (2,9) ="+ gy (H1-1-4)

Here, m in (H1-1-3) is calculated by the horizontal wave number vector (%,1) as

2 2 2
mr=E+1 (%—kz). (H1-1-5)

For the upper radiation condition, the positive imaginary root of (H1-1-5) is chosen for 22> NZ2/U?, while the
sign of m is chosen to be the same as that of & for 22<N?%/U?. Once ¢ is obtained, the vertical wind component

w is given by the following linear relation for steady flow :
— o4 -
w=U o (H1-1-6)

In this study, in order to express the amplification effect of the mountain waves due to the decrease of

density of the reference atmosphere p, we multiply the amplitude of the w-field by the following amplification

'Part of this section was extracted from the results reported in Saito et /. (1998).
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factor :
- 1
P T2 _r -8 __ 8 1 ,-5\1% -1 _1-
(L) Pl sl A s0-e ) (H1-1-7)

Here, S is the static stability (=/N?/g), g the gravity acceleration, ¢, the specific heat of air at constant pressure,
R the gas-constant, and subscripts 0 express the values at the ground surface. (H1-1-7) can be obtained by the

following relation for a non-Boussinesq atmosphere with constant stability :
0= bpe*. (H1-1-8)

In computing the analytic solution, an isolated 3-D mountain with circular contours

Za) = (1)?_: g (H1-1-9)
a a
is employed according to Smith (1980) and Saito et al. (1998). The mountaintop height is set to %,=100 m, and
its shape is discretized on a grid mesh with Ax=Ay=a/3. The mesh size (Nx, Ny)=(128, 128) is used for the
hydrostatic case, while the domain size for the x-direction is enlarged to (Nx, Ny)=(256, 128) for nonhydrostatic
case because, in a nonhydrostatic case, the mountain wave extends leeward and the analytic solution is
contaminated due to the periodic nature of the Fourier transform if the domain size is not sufficient. For the

environmental atmospheric state, U=8ms™* and N =0.01 s™! are chosen as in Saito et al. (1998).

H-1-2 Comparison between numerical and analytic solutions
Numerical solutions by the two models are computed with the following conditions :
1) Horizontal grid interval Ax=Ay =a/3, and model domain (Nx, Ny)=(62, 42).
2) 32 vertical levels with stretched grid interval Az=40m to 1200 m.
3) Rayleigh damping layers are imposed on the upper five levels.
4) Constant temperature/potential temperature lapse rate df/dz=3.0K/km is given. This lapse rate

corresponds to the atmospheric stability N =0.01 s

a. Almost hydrostatic case

First, we show the result for the case of Ax=2 km. In this case, the horizontal scale of the mountain is a=
6 km, and the product of the Scorer number N/U and a is 7.5, which means the horizontal scale of the mountain
is much larger than the horizontal wave length of the buoyancy oscillation, and the nonhydrostatic effect is small.
Figure H1-2-1 shows the vertical wind w obtained by the nonhydrostatic analytic solution (a and b), and the
numerical model (c and d). In these figures, each scale on the horizontal axis represents the horizontal grid, and
the mountaintop is located at x=y=21.5. The scale of the vertical axes of Figs. a and c is 400 m. As shown in
these figures, the model simulates the characteristics of the analytic solution of the mountain wave well. The
amplitude of simulated mountain waves is smaller than that of the analytic solution in upper layers. This
underestimation of mountain waves near the upper boundaries is primarily attributed to the Rayleigh damping
layer imposed near the model top (above z=12 km). Compared with Fig. C-1-3c of Ikawa and Saito (1991), the
model solution is modified significantly in terms of the amplitude in the upper layers.

Another reason for the underestimation in the model solution may be the finite difference approximation.
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Figure H1-2-2 shows the model solution when the horizontal advection terms are computed using the optional
fourth-order accuracy scheme instead of the original second-order scheme. The simulated mountain wave is

stronger in upper layers compared with Figs. H1-2-1c and d, and approaches the analytic solution more closely.

b. Nonhydrostatic case

Next, we show the results for Ax=0.4 km. In this case, the horizontal scale « is 1.2 km. The product of the
Scorer number and ¢ is 1.5, which means that the nonhydrostatic effect is significant. Figure H1-2-3 shows
vertical wind w obtained by the nonhydrostatic analytic solution, and the numerical model. Again, the numerical
model simulates the characteristics of the analytic solution of the nonhydrostatic mountain wave very well. The
radiation condition of the model works successfully, and the mountain wave propagates leeward through the

right-side lateral boundary. Compared with Fig. C-1-3f of Ikawa and Saito (1991), the progress of the

nonhydrostatic model is obvious.

% ] 0
W at y=42 km, (dx=2km, Analytic solution) W at z= 2.44k m, (dx=2km, Analytlc sol)

[ 1 [ = = » 38 0 a8 50 . [ 3 10 [J El =» 0 E “© a“ a0 - %

1A

I3 . 0 Ed s 38 “ a s [ e

) L] 0 £ 0 s 4 s s 8 @

W at y=42km, t=3 hr (dx=2km MRI-NHM) W at z¢=2.44 km, 1=3 hr (dx=2km MRI-NHM)

Fig. H1-2-1 3-D mountain waves by the nonhydrostatic analytic solution and model for =6 km (Ax=2
km). a) Vertical cross-section of w-through the mountaintop by the analytic solution. The
contour interval is 1 cm s™*. The graduations on the vertical and horizontal axes correspond
to 400 m and 2 km, respectively. b) Horizontal cross-section of w at z=2.44km by the
analytic solution. The graduations on the x- and y- axes correspond to 2 km. ¢) Same as in
a), but by the numerical model at #=3h. d) Same as in b), but by the model at t=3h.
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W at y=42km, t=3 hr (dx=2km MRI-NHM} W at 2+=2.44 km, 1=8 Ir (dx=2km MRINHM)

Fig. H1-2-2 Same as in Figs. H1-2-1 b) and d) but the fourth-order advection scheme is used.
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W at y=8.4km, 1=2 hr (dx=0.4km MRI-NHM) W at z+=2.44 km, t=2 hr (dx=0.4km MRI-NHM)

Fig. H1-2-3 Same as in Fig. H1-2-1 but for a=1.2 km (Ax=0.4 km). The contour interval is 5 cm s7%.
The scales on the x- and y- axes correspond to 0.4 km. Numerical model solutions are for
the results at t=2h.
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H-2. Forecast experiment of the 1993 Kagoshima torrential rain’
H-2-1 Observation

Next we demonstrate the performance of the nonhydrostatic model as a regional forecast model. The event
is the heavy rain that occurred in southern Kyushu, western Japan, in 1993. Figure H2-1-1 shows the surface
weather map at 0900 JST 6 August. A stationary front runs from a depression around the east coast of China
to south of Japan through Kyushu. Figure H2-1-2 shows the hourly rainfall analyses from 1600 JST to 2000 JST.
An intense rainfall area corresponding to the mesoscale convective system moved east-southeastward, slowly
passing over the southwestern part of Kyushu. Heavy rain exceeding 90 mm/hour was observed around
Kagoshima City. The most intense period of the rainfall was from 1700 JST to 1900 JST. As seen in Fig. H2

-1-3, a cyclonic circulation was analyzed in the observational surface wind pattern.

H-2-2 Forecast with 25 km horizontal resolution

First, we show the result of the forecast experiment with 25 km horizontal resolution (25 km-NHM). The
model is nested with the Japan Spectral Model (JSM), an operational hydrostatic model of JMA. The
nonhydrostatic model contains 82X 82 grid points horizontally, which covers a domain of (2000 km)? shown by a
square in Fig. H-2-1. Vertically, 32-levels with variable grid intervals of Az=40 to 1160 m are employed. The
time step is 30 s. Convective adjustment parameterization (Kato and Saito, 1995) is used jointly with warm-rain
explicit cloud microphysics.

Figure H2-2-1 shows the sea-level pressure field at 1800 JST and three-hour precipitation from 1500 JST to
1800 JST forecasted by JSM and the nonhydrostatic model. Both models predict heavy rainfall in the southern
part of Kyushu Island. As a whole, the nonhydrostatic model reproduces the forecast of JSM well. The mean
surface pressure of the nonhydrostatic model decreases about 3.2 hPa from 0900 JST to 2400 JST, as shown in
Fig. H2-2-2. This decrease of mean pressure corresponds to JSM’s counterpart in the same domain. If we use
the anelastic model, the decrease of the mean pressure for the 15 hours was only 0.6 hPa. The anelastic model
cannot express the variation of mean surface pressure correctly because it assumes the preservation of total

mass in the entire model domain.

H-2-3 Forecast with 5 km horizontal resolution

Forecast experiments were conducted with 10 km and 5 km horizontal resolutions. Here, we show the result
of the 5 km simulation (5 km-NHM). The model domain consists of 122X 122 grid points, which covers (600 km)?
around Kyushu. The vertical grid structure is the same as in 25 km-NHM. The initial and boundary conditions
are supplied from JSM, while the initial time of the nonhydrostatic model is 1500 JST. As for cloud
microphysics, a warm rain explicit scheme is used. The time step is 15 s, and the simulation is conducted up to
1440 At (6 hours).

Figure H2-3-1 shows the hourly rainfall predicted by 5 km-NHM, which corresponds to Fig. H-2-2. The
maximum rainfall of each hour is 60 mm to 80 mm, and the correspondence between the observation and
simulation is generally good except in north-south deviation (about 20 km) in the location of rainfall areas.

Figure H2-3-2a shows the horizontal wind at the lowest level of 5 km-NHM at 1800 JST. A cyclonic

‘Part of this section was extracted from the results reported in Saito et al. (1998).



Technical Reports the MRI, No.42 2001

circulation appears northwest of the intense rainfall area. As seen in Fig. H2-3-2b, this circulation is a mesoscale
depression with a circular contour of 1001 hPa. This mesoscale cyclone corresponds to Fig. H2-1-3 ; it is not seen

in the initial condition and is predicted by neither JSM nor 25 km-NHM.

Fig. H2-1-1 Surface weather map at 0900 JST 6 August 1993. Contour interval is
4hPa. After Saito (1997).
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Fig. H2-1-2 Hourly rainfall from 1600 JST to 2000 JST, adopted from Sakurai and
Hosoyamada (1994). Numbers in the upper right corner of each section
show the local time (JST). Contour interval is 10 mm. Small square in
the upper-left panel shows the location of Kagoshima City.

Fig. H2-1-3 Mesoscale analyses of local surface circulation adopted from Izumi (1994). The full
barb and pennant indicate 1 knot and 5 knots, respectively.
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Fig. H2-2-1 a) Sea-level pressure field by JSM at 1800 JST. Contour interval is 2hPa. b) Three-hour
rainfall from 1500 JST to 1800 JST by JSM. Contour interval is 10 mm, while broken lines
indicate 5mm. ¢) Same as in a) but by the model. d). Same as in b) but by the model.
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H-3. Statistical verification of rainfall prediction
H-3-1 Background and design of verification

The rainfall predicted by the MRI-NHM with a 10-km grid (NHM10) was verified during the 1996 Baiu
season. The verification was compared with the results of RSM. These results were reported by Kato et al.
(1988) and Saito and Kato (1999) in detail. This comparison is thought to have been conducted to examine the
nonhydrostatic effect, because the RSM is a hydrostatic model. However, there are many differences between
the model specifications of MRI-NHM and RSM, in addition to their dynamic frameworks. The most notable
difference is found in the precipitation scheme employed in each model. Either the warm rain scheme that
explicitly predicts the mixing ratios of cloud water and rainwater or the cold rain scheme that predicts those of
cloud ice, snow and graupel in addition is employed in NHM10. In contrast, two parameterized convective
schemes (e.g., the Arakawa-Schubert and moist convective adjustment schemes) are used in conjunction with
large-scaie condensation in the RSM. A detailed comparison between hydrostatic and nonhydrostatic
simulations of the development of moist convection has been conducted by Kato and Saito (1995).

Kurihara and Kato (1997) demonstrated that a clear diurnal variation of precipitation amount and intensity
appeared in Kyushu during the 1996 Baiu season. They indicated that this variation comes from the effect of
atmospheric radiation. The clouds suppressed the development of convections during the day and increaséd the
convective instability at night. The effect of atmospheric radiation was also examined by excluding the
atmospheric radiation process from NHMI10. The atmospheric radiation is calculated by using the relative
humidity (see G5-1-1).

Through use of the RSM with a resolution of about 20 km (operational RSM), the JMA provides a 51-hour
weather forecast for the region in Fig. H3-1-1a twice a day. The RSM model specifications are summarized in
Table 2 in Kato et al. (1998). The domain of RSM (RSM20) used in the present study covers about a quarter that
of the operational RSM. Furthermore, the 10 km-resolution version of RSM (RSM10) is used to examine the
influence of horizontal resolution. The domain of each model shown in Fig. H3-1-1a has 129 X 129 X 36 grid points
(the operational one is 257 X217 X 36). The orography of RSM20 is almost the same as that shown in Fig. H3-
1-1a, and that of RSM10 is shown in Fig. H3-1-1b. The initial data of RSM10 and RSM20 (RSMs) are provided
by the regional analysis, and the boundary conditions are provided by the output of the Global Spectral Model
(GSM).

The horizontal domain for the MRI-NHM has 122 X 122 grid points while the vertical grid contains 38 levels
with variable grid intervals of 40 m (near the surface) to 1120 m (at the top of the domain). The model top is
located at 19.82 km. Each z-level almost corresponds to the ¢-level in the RSMs. The domain is shown by the
dashed square box in Fig. H3-1-1; the orography is almost the same as that of RSM10 (Fig. H3-1-1b).

Figure H3-1-2 shows the nesting procedure between GSM and RSM20 (RSM10) and between RSM20 and
NHM10. The RSMs are one-way nested within the GSM forecast, and the integration time is 24 hours. The
NHMI0 is one-way nested within the RSM20 forecast, the initial time of which is 0000 UTC or 1200 UTC. The
six-hour forecast of RSM20 (valid at 0600 UTC or 1800 UTC) is used for the initial data of NHMI10. The

integration time is 18 hours.



Technical Reports the MRI, No.42 2001

operational RSM(20km)

RSM(10km)

W —_—
S e e 0 W =
| =
| o
— ln.x.\wl!..l... ™
i P M
S8BT
o Yz
oML
£ L
.:a,w ‘‘‘‘‘‘ L“M
o i
=i
t
N .!,M: ...........
........ N
i |
T e
i i
—d ]
: FE

Fig. H3-1-1 (a) Domain and orography of the operational RSM. The domains of
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Fig. H3-1-2 Nesting procedure between numerical models

H-3-2 Verification method

The hourly accumulated rainfall simulated by NHM10 from the forecast time of 7 hours to 18 hours (FT =
7 to 18), and those by RSM10 and RSM20 from FT=13 to 24 (Fig. H3-1-2) are verified using Radar-AMeDAS
analyzed rainfall (R-AR). The R-AR is a composite of the radar estimated fields, calibrated by AMeDAS
raingauge data, for hourly-accumulated precipitation. The R-AR is obtained not only on land but also on the sea.
The region of the verification is shown in the area surrounded by the thick solid lines in Fig. H3-1-1b (z.e., the
lines of >28°N, 35°N, 127°E, and 132°E). This region is almost covered by the operational radars of JMA (whose
positions are denoted by the solid triangles in Fig. H3-1-1b). The period of verification is between the valid times
of 0100 UTC, 20 June and 1200 UTC, 10 July.

The statistical accuracy is calculated as follows. Hourly accumulated rainfall is divided into grids of 0.5
degree (~50X50 km?), whose horizontal size is almost equal to the smallest resolved scale of the phenomena by
10 km-resolution models. Figure H3-2-1 shows the conditions of hits, passes, and false alarms of predicted
rainfall to R-AR. The rainfall in the neighboring grids and at earlier and later hours is included in each condition
to allow for slight differences in the space and time between the prediction and analysis. The following
statistical measures of accuracy were calculated in the region near Kyushu Island by counting the number of hits,

passes, and false alarms.

Threat score=p1r— +Nl\:;;: TN (H3-2-1)

Bias scorezll\\lf‘;i‘ti‘m, (H3-2-2)

Hit rate=y— "8 (H3-2-3)
and

False rate=——sise (H3-2-4)

Nt +Nopass ’ ‘
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where Nui, Npass, and Nyaiee are the numbers of hits, passes, and false alarms. The threat score is the statistical
measure of accuracy taking into account the numbers of passes and false alarms; the prediction accuracy
improves as the threat score comes closer to 1. The bias score represents thé rate of the numbers of predicted
times to observed times, ¢.e., the prediction overestimates for bias scores >1 and underestimates for bias
scores <1. The hit and false rates represent the rates of the numbers of hits and false alarms to the observed

times.

H-3-3 Verification results

Table H3-3-1 presents the average of the total hourly-accumulated rainfall. The total rainfall predicted by
all models tends to be overestimated in comparison with the R-AR. The RSM in particular has overestimated
it by close to 50% ; the RSM has a tendency to predict precipitation greater than the observation, even
considering that the R-AR tends to be underestimated on the sea where no AMeDAS station exists (Forecast
Division/JMA, 1995). This overestimation could be a result of a weak precipitation area, since a precipitation
area over 1 mm h~! has been predicted almost twice by the RSM (not shown). In contrast, the NHM10 predicted
smaller areas for weak precipitation and larger areas for heavy precipitation than the RSM, due to the explicit
treatment of convection without any convection-parameterization scheme. The overestimation of heavy rainfall
is greater in the results with a warm rain scheme than those with a cold rain scheme. The effect of an ice phase
could suppress the excess development of convections.

Atmospheric radiation hardly affects the heavy precipitation and total rainfall, while its effect appears
clearly in the diurnal variation of precipitation (Fig. H3-3-1). The peak of precipitation has a time lag with the
NHMI10 without an atmospheric radiation scheme, because it takes several hours for the influence of the
boundary condition supplied by the RSM to spread to the center of the model domain. The diurnal variation of
precipitation agrees well with the R-AR for the NHM10 with an atmospheric radiation scheme.

Figure H3-3-2 shows the threat and bias scores and the hit and false rates of NHM10, RSM10, and RSM20.
The results for the NHM10 are presented for cases with a warm rain scheme and without an atmospheric
radiation scheme (NHMI10(Warm)) and for those with both cold rain and atmospheric radiation schemes

(NHM10(C+R)). The threat scores of NHMI10 are slightly worse, but considerably better than those of RSM10.

—— 1.5 deg ——

Hit: Rainfall is observed in B and

0.5 predicted between + 1 hourin OJ.

«—deg—

Pass: Rainfall is observed in B and

deg is not predicted between + 1 hour in [O.
False alarm: Rainfall is predicted in B and
0.5 is not observed between + 1 hourin O.
«—deg—

Fig. H3-2-1 Conditions of hits, passes, and false alarms of predicted rainfall for Radar-AMeDAS analyzed rainfall.



Technical Reports the MRI, No.42 2001

The NHM10(C+R) has good accuracy for weak precipitation in particular, close to that of RSM10. NHM10(C+
R) has better bias scores than NHM10(Warm) over the whole precipitation intensity. However, the small bias
scores of RSM (e.g., 10 to 20 mm h™') indicate that the RSM can predict heavy rainfall to a small extent. The
RSMI10 has a high hit rate for weak precipitation, while the NHM10 has a relatively high hit rate for heavy
precipitation. The NHMI10 hits almost half the numbers for precipitation of 10 to 20 mm h™!. In the results of
both NHM10 and RSM10, the precipitation intensity with a relatively high false rate has also a relatively high
hit rate (e.g., 1 to 2 mm h~?! for the RSM10, and 20 mm h™! for the NHM10). Therefore, a good threat score is
obtained when the precipitation intensity is overestimated.

Although a 10-km grid cannot resolve individual convective cells, the NHM10 with an explicit precipitation
scheme improved the prediction of heavy rainfall compared to the RSM10. This could be because explicit
treatment of cloud-scale processes strongly influences the formation of heavy rainfall during the Baiu season.
This improvement indicates that the NHM10 with an explicit precipitation scheme has good accuracy for a
numerical weather prediction model, even when any convection-parameterized scheme is used conjunctionally.
However, a new precipitation scheme suitable for a 5 to 10 km model must be developed to improve the

prediction of weak precipitation and suppress the overestimation of heavy precipitation.

Total Rainfall (10"kg/hour) 28.0N-35.0N 127.0E-134.0E

- —NGC+R -~ RSM10
~ — N:Warm — RSM20
; —R-A

40

ol b bt bbby
3 6 9 12 15 18 2 2A4UTC
12 15 18 2 0 3 6 9 JST

Fig. H3-3-1 Diurnal variation of the total rainfall. The thick solid line
indicates the variation of NHM10 with an atmospheric
radiation scheme, the thick dashed line represents that of
NHM10 without an atmospheric radiation scheme, the
thin solid line indicates that of RSM10, the dash-dotted
iine that of RSM20, and the thick dashed line that of
R-AR (from Saito and Kato, 1999).
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line). The abscissa denotes the hourly-accumulated rainfall. (a) Threat score. (b) Bias score. (c) Hit
rate. (d) False rate. The numbers of observed times for R-A10 are shown by the thick dashed lines in
(c) (from Saito and Kato, 1999).

Table H3-3-1 Average of total precipitation and precipitation area

Total Rainfall Area of Rainfall [100 km?]
[10%'kgh™'] | >20mm >10mm >5mm >1mm

NHM10 '

(C+R) 19.01 17.66 46.88 93.6 175.7
NHMIO 22.99 2653 5664 1029 2727
(Warm)

RSM10 26.03 8.41 37.65 1155 - 595.6
RSM20 26.05 5.45 36.53 118.7 612.7
R-A10 17.75 8.82 42.85 112.3 385.4
R-A20 17.75 6.20 35.84 100.7 332.8




Technical Reports the MRI, No.42 2001

H-4. Cloud resolving simulation —winter marine stratocumulus

In winter, a continental cold air mass sometimes flows out over a warmer sea, supplying a great amount of
heat and water vapor. As a consequence of this air-mass transformation, a maritime mixed layer develops, and
stratocumulus is generated in its upper layer. In the Japanese Cloud and Climate Study (JACCS), aircraft
observations of cloud physics and radiation were performed for lower clouds around the Japanese Islands during
FY1996 and FY1997 winter seasons. The FY1996 experiment was conducted for marine stratocumulus in the
cloud streets west of Kyushu in January 1997. In this study, we tried to reproduce observed features of

stratocumulus by using a 3-D non-hydrostatic model and investigated the heat balance in the mixed layer.

H-4-1 Outline of numerical experiment

The elastic version of MRI-NHM (Ikawa and Saito, 1991 ; Saito and Kato, 1996) with a horizontal grid size
of 1km was used. The calculatién domain has a 300X300X 38 horizontal and vertical grid. In this study, the
cloud physics in the model contains the cold rain scheme, and the atmospheric radiation scheme for the
cloud-resolving model (G-5-2) is used. The initial and boundary conditions for MRI-NHM are provided from the
output produced by RSM. MRI-NHM is one-way nested within the RSM forecast with an initial time of 2100
JST, 21 January 1997.

H-4-2 Results

Figure H4-2-1 shows the horizontal map of the liquid water path (LWP) simulated by MRI-NHM at 0300
UTC on 22 January 1997 (nine-hour forecast). Several cloud streets are obtained and roughly correspond with
satellite observations (Fig. H4-2-2). They are about 10km wide and extend north and south. Figure H4-2-3
presents the vertical profile of liquid water content (LWC) along the cloud street. Aircraft observations (Fig. H4
-2-3a) show that clouds contain LWC of about 0.7 gm™2 and extend from 1 to 2km in height. The vertical
distribution and the magnitude of LWC simulated by MRI-NHM are similar to observations (Fig. H-4-2-3b).

Figure H4-2-4 shows the vertical profiles of the components of heating rate averaged in the box in Fig. 1.
The heating is seen in the whole layer. In the sub-cloud layer, the heating due to convergence of the upward
sensible heat flux is greater than the cooling due to large-scale advection. In the under part of the cloud layer,
the sum of the heating due to the convergence of 'the upward sensible heat flux, condensation and radiation is
greater than the cooling due to large-scale advection. In the upper part of the cloud layer, the sum of the cooling
due to the divergence of the upward sensible heat flux, evaporation and radiation is almost balanced by the
heating due to large-scale advection. Above the cloud, the heating due to large-scale advection, especially

subsidence, is dominant. Furthermore, the radiative heating and cooling is not small compared with other terms.
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Fig. H4-2-1 Horizontal distribution of LWP at 0300 UTC on 22
January 1997 (nine-hour forecast). Solid line (box) is
used in Fig. H-4-2-3 (Fig. H-4-2-4).
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Fig. H4-2-2 Visible satellite image at 0300 UTC on 22 January
1997. Solid line denotes flight path of the aircraft.
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Fig. H4-2-3 Vertical profile of LWC of (a) aircraft observations along the
solid line in Fig. H4-2-2 and (b) MRI-NHM simulation along the
solid line in Fig. H4-2-1. Bar graphs (error bars) in (b) denote
mean value (standard deviation).
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Fig. H4-2-4 Vertical profiles of heating rate components, averaged in solid

box area in Fig.H-4-2-1, at 0300 UTC on 22 January 1997. Local
time tendency is indicated by a thick solid line, area-scale
advection by a thin solid line, convergence of the convective heat
flux by a dotted line, the effect of condensation and evaporation
by a dashed line, and the effect of radiation by a dash-dotted line.
The hatched area denotes a cloud layer.
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I. Model code structure
I-1. Model structure and job step

Job is divided into 4 steps currently.
Job Step 1

Preparation of orography file (Section K-1).
Job Step 2

Preparation of initial and boundary files (Section K-2).
Job Step 3

Running the model (Section K-3).
Job Step 4

Plotting the results (Section K-4).

I-2. Members and subroutine list of Job Step 3
I-2-1 Member list
In job step 3, following members exist. Here asterisk in eac;h member name is the wild gard, which stands
for the source code version.
main*.f : main program
subadj*.f : convective adjustment
subadv*.f: computation of advection terms
subchk*.f : subroutines for check
subcvp*.f : computation of velocity
subdif*.f : subroutines for diffusion
subhel*.f : pressure equation solver
subhevi*.f : subroutines for E-HE-VI scheme
subhyd®*.f : hydrostatic version
subini*.f : initial model setting
subios*.f : I/O subroutines
sublbc*.f : boundary condition
subpgf*.f : pressure gradient and forcing terms
subptg*.f : prediction ground temperature
subrad*.f : atmospheric radiation using relative humidity for cloud amount
subrade*.f : atmospheric radiation using cloud water and cloud ice
subsnw*.f : cloud microphysics
subtrb*.f : turbulent closure model
deigs.f: eigen function by Jacobi method
gamma.f : gamma function
comm.f : subroutines for data copy for HE-VI scheme

wrtfct.f : write forecast values for GrADS
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I-2-2 Subroutine list

Following subroutines and functions are included in the above members.
a. subadi*.f

ADJUST : moist convective adjustment

CLBASE: calculation condensation level

RRMDFY : evaporation during the rain dropping to the surface

b. subadv*.f
CADVEIM : advection term for scholar variables
CADVC4W : compute advection term for W
CADV4UV : compute advection terms for U and V
CADVUP : upstream advection
CADVE3M : compute advection term for cloud water
CADVQN : compute advection term of number concentration
DVDNS: : divide by density (currently not used)
UVMEAN : compute #/m and v/m at scholar point
CWMEAN : compute w/m at scholar point
DEFORM : compute deformation term
CLEARH : zero setting
LTRLB2 : adjust boundary values for cyclic condition (P point)
LTRLBU : adjust boundary values for cyclic condition (U point)
LTRLBYV : adjust boundary values for cyclic condition (V point)
LTRLUYV : adjust boundary values for cyclic condition (deformation terms)
ADJ2D1 : adjust boundary values for cyclic condition
MODADYV : modify advection term in E-HI-VI scheme

c. subchk*.f
CHKEN3 : advection term for scholar variables
CHKMX : check maximum and minimum
CHKDIV : check maximum divergence in each level
CHKVAP : check total amount of Qu, Qc, @ (currently not used)
CHKVAL : output values
CHKBDYV : check boundary values (currently not used)
CHKFLX : check vertical flux
CHKFXM : check momentum ﬂux (currently not used)
CHKAVR : check average value
CHKMNS : simple check of minus values
CHKMNO : check of minus values-

CHKMNZ?2: set », v, w* for modifed advection scheme
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CHKMN20 : modify advection term by modified advection scheme

CHKMNZ21 : compute maximum and minimum of advection term

CHKMN22 : compute maximum of advection term (for MSWSYS(30)=3)
*ICHKMN2-CHKMN22 are used for dry model or advection terms of U, V, W*
CHKMN23: prepare minimum values for modified advection scheme

CHKMN3 : modify advection terms of physical variables by modified advection scheme
CHKMN30 : compute advection flux of physical variables for modified advection scheme
CHKMN31 : compute maximum and minimum of advection term

CHKMN32 : compute maximum of advection term (for MSWSYS(30)=3)
*JCHKMN3-CHKMN32 are used for advection terms of physical variables

CHKBGT : check budget for cloud microphysics

CHKSUM : check sum

CHKMNI1 : check minus values (for TKE)

d. subcvp* .f
SVELCH : time integration of velocity
ORUCHH : compute Orlanski’s radiation condition phase velocity for U
ORVCHH : compute Orlanski’s radiation condition phase velocity for V
EXTRX1: extrapolation scholar values at x-boundary
EXTRY1: extrapolation scholar values at y-boundary
EXTRX2: extrapolation Qv at x-boundary
EXTRY?2: extrapolation Qv at y-boundary
EXTWX2: extrapolation W at x-boundary
EXTWY?2: extrapolation W at y-boundary
EXTPX2 : extrapolation # at x-boundary
EXTPY?2: extrapolation 6 at y-boundary
EXTVX2: extrapolation V at x-boundary
EXTUY?2: extrapolation U at y-boundary
EXTNUH : extrapolation U at x-boundary
EXTNVH : extrapolation V at y-boundary
CPSEA : compute sea level pressure

ADJPRS : adjust press at top boundary (currently not used)

e. subdif *.f
DAMPCN : computation of numerical diffusion
SETDCEF : set diffusion coefficients
TSMOTH : Asselin’s time filter
TSMTUYV : Asselin’s time filter for U and V
OSAVEH : save old value for time filter
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COPYH : copy data set
RLDAMP3 : Rayleigh damping

f. subhel* .f
CPRESS : compute pressure
CPAI3 : solve pressure equation
VHELMH : Helmholtz equation solver
TRIDGH : Gaussian elimination method
TREGXH : Fourier transformation for x-direction
TREGYH : Fourier transformation for y-direction
GENCIN : set tri-diagonal matrix for pressure solver
UVPBD: lateral boundary treatment for U and V
INIVGI : set eigen vector function by Jacobi method
INIVG2: set eigen vector function for uniform grid

GMATDI1 : set eigen vector matrix

g. subhevi* f
TRIMAT : set matrix coefficient
SNDUYV : update horizontal velocity with forward scheme
SNDWP : update vertical velocity and pressure with backward scheme
BUNDRY : apply boundary conditions
ASELIN : apply time filter

h. subhyd*.f
CHYDPRE : compute pressure for hydrostatic version
CHYPAIZ : compute surface pressure by solving pressure equation
CHYPAIA : compute pressure vertically
CPFHYI: set invariant forcing term
CPFHYV : set variant forcing term
HYVSTCO : compute co-efficient of pressure for surface pressure
HYVSTCL : compute vertical sum of advection term and DU(V)DTBC
ZEROEIGYV : set number of eigen value which is zero CHYDPRE :

1. subini*.f
INIT3: read orographic file and set initial constants
INIUVD: initial set U and V from the parameter card
SETREEF : set reference atmosphere
HRMEAN : compute horizontal mean

CSTATP : compute hydrostatic pressure
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INIEX1 : interpolate initial reference field

RANDOM : make random perturbation (currently not used)
SETPTD : set barotropic geostrophically balanced field
CPTGRD : set ground temperature

DIVFLOW : set divergent flow (currently not used)

RELAX1 : Poisson equation solver by successive over relaxation
CADJP1 : adjust initial field by the variable calculus

SETOMW : set initial field of W*

VRGDIS : compute variable grid distances

ORGIN3 : set metric tensors and their mean values

CPTRFT : compute reference atmosphere

INTRF3: interpolate reference atmosphere to 3-D model planes
INTRF?2: interpolate reference atmosphere to 3-D model planes for half level
SETZRP : set height of full levels

SETZRW : set height of half levels

SETVDZ2 : set depth of half levels

READZS : read orography file

SETVRG : set variable grid levels

7. subios*.f
RDPARI : read parameter card
STRMTS : store grid point values
STRMTS? : store grid point values with compression
COMPRE : compress GPVs into 2 byte integer
RESTFL : store restart file
SEFTRCD : shift record number in case of restart
LOADPS : load sea-level pressure from the boundary file
LOADUV : load grid point values from the boundary file
LOADOM : load adjusted wind at the lateral boundary
STOROM : store adjusted wind at the lateral boundary
LOADBD: : load boundary condition
STORBD : store boundary values and their tendencies
STMTCL : store basic variables
LOADTG : load ground temperature from the ground temperature file
TIMSTP : time control

k. sublbc*.f
SETEXT : set time tendency of prognostic variables
SETEX2 : set time tendency of prognostic variables at lateral boundary
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SETEXU : set time tendency of U at lateral boundary

SETEXYV : set- time tendency of V at lateral boundary

CDMFDT?2 : compute time tendency of mass flux through lateral boundary
SETEXW : set time tendency of W at lateral boundary

SETEXP : set time tendency of 4 at lateral boundary

CEXTBD : set value of prognostic variables at lateraﬂ boundary
JYSET?2: set start and end of JY

PRSTRI: print out variables

CONDQYV : compute condensation

PTCOND : compute condensation level

WDGROW : wind grow procedure

CDMFDT : compute time tendency of mass flux in case of wind grow
ADJFLX: adjust U and V according to mass flux at lateral boundary
CHKMFX : compute mass flux at lateral boundary

SETEXT?2 : set time tendency of prognostic variables using SETEX3
SETEX3: set time tendency of external wind and potential temperature
LOADEX : load external reference value and time tendency at boundary

ADJEXT : adjust external reference wind according to precipitation rates

L subpgf*.f
CPFORI : compute invariant part of forcing term for pressure equation
CPFRV1 : compute variant part of forcing term for pressure equation
CFPBDV : compute boundary condition for pressure equation
WCVOMWM : convert W to W*
OMWCVWM : convert W* to W
UCVDNUM:: convert # and v to U and V
WCVDNWM : convert w to W
ADJUVW : adjust wind in case of mountain grow initial start up
CPFX1: compute pressure gradient force for x-direction
CPFY1: compute pressure gradient force for y-direction
CPFZ: compute pressure gradient force for z-direction
CDIVTM : compute total divergence
CDIVS : compute separable part of divergence
CPTM : compute mass-virtual potential temperature
CDENS : compute density frofn state equation

CBUOYD : compute buoyancy term

m. subptg*.f
TGFCST : compute ground temperature
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RADIAT : compute short and long wave radiations

GNCLD : compute cloud amount by diagnosis of relative humidity
GNCLOUD : sub program of GNCLD

RADIATD : compute solar and long wave radiation for dry model
GNCLDD : compute shade area for dry model

TGCONC: : initial setting of the wetness, albedo, .. efc. for no-nesting model
TGSET : set initial ground temperature for no-nesting model

SETDAY : set UTC from the boundary file

n. subrad*.f

- RADIAT3: main program for atmospheric radiation
ZENITH : compute zenith angle
SPMNEW : compute short, and long wave radiations
SCALEL : compute scale of Qu, carbon, ozone fof long wave radiation
SCALES : compute scale of Qu, carbon, ozone for short wave radiation
QTINT : interpolate 7, Qv vertically
LGWAVE : compute energy flux of long wave radiation
LGTRNS : set transmission function (TAU)
FTTRNS: set TAU for vertical surrounding grids
GTTRNS: set total TAU from bottom and top
TAUTBL : compute TAU
SOLAR : compute atmospheric absorption for short wave radiation
SOLSC : compute absorption of scattered part of solar radiation
SOLAB : compute absorption of absorbed part of solar radiation
MTOG : program for saving cpu time
GCLNEW : compute cloud amount by diagnosis of relative humidity
GCLNEW2: cémpute cloud rate between vertical grids
TGFCST?2 : compute ground temperature

0. subrade* .f
RADIATS3E : main program for atmospheric radiation using cloud water
ZENITHE : compute zenith angle
SPMNEWE : compute short and long wave radiations
SCALELE : compute scale of Qu, carbon, ozone for loﬁg wave radiation
SCALESE : compute scale of Qu, carbon, ozone for short wave radiation
QTINTE : interpolate 7, Qv vertically
LGWAVEE : compute energy flux of long wave radiation
CTRNSE : compute transmission function (7AU) in cloud grids
LGTRNSE : compute total TAU of Qu, carbon, ozone for each level
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FTTRNSE : compute total TAU of Qu, carbon, ozone for vertical surrounding
GTTRNSE : compute total TAU of Qu, carbon, ozone for bottom and top
TAUTBLE : compute TAU of each band by broad band models

SOLARE : compute atmospheric absorption for short wave radiation
SOLSCE : compute absorption of scattered part of solar radiation

SOLABE : compute absorption of absorbed part of solar radiation

MTOGE : program for saving cpu time

TGFCSTE : compute ground temperature

p. subsnw = .f
CPTQVN : compute potential temperature
CLDPHN : main program of cloud microphysics
CLDBG2 : cloud budget
CDTV : molecular dynamic viscosity of air
KOENIG : depositional growth of ice crystal
CLCWRI : calculation of warm rain process
CLCWR2 : computation of cloud water in warm rain
CLRSHN : conversion from snow to graupel
CLVSHN : depositional growth of snow and graupel
CPICE : product of ice crystal
OUTO03N : output list
OUTO4N : output list
OUTO05 : output list
CVRSHI : melting of snow and graupel
CTRVF?2 : compute terminal fall velocity
CTRVD?2 : compute precipitation (Box Lagrangian scheme)
CTRVFM : compute precipitation (Euler scheme)
CQS3 : time integration of Qc¢, Qr, Qs, Qg and Qi
CQS2 : time integration of Qv
ADJNUM : adjust number concentration
CPT5: compute time tendency of potential temperature
CPTQV1: time integration of potential temperature
ADJQVH : adjust Qv after condensation and sublimation
ADJQCW : adjust Qc after condensation and sublimation
CGMMA : compute functions for terminal fall velocity etc:
FSUERM : error message
CQVSAT : compute saturation mixing ratio

CQVSATI : compute saturation mixing ratio for reference atmosphere
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q. subtrb*.f
CETURS : compute turbulent kinetic energy
CNVED3 : diagnose diffusion coefficients
CDIFET : compute diffusion term of turbulent energy
STRSED : compute stress terms
SETEMX : set maximum eddy diffusion coefficients
CRSTUV : compute Reynolds stress
KONDOH : compute bulk transfer coefficients over sea surface

GRDFXH : compute bulk transfer coefficients over ground surface

v. comm.f
SCATTER: copy from longtime step data to short time step data
GATHER : copy from short time step data to long time step data

I-3. Flow chart of Job Step 3
The flow of Job Step 3 (model run) is as follows:
I-3-1 Initial declaration and setting
a. Setting parameter
b. Declaration of arrays, common variables.
¢. Setting of model constants
RDPARI1 — read parameter card
VRGDIS — set variable grid distance
SETZRP, SETZRW — set levels’s heights
d. INIVGI or INIVG2 — set eigen functions
e. Setting of constants for diffusion processes
SETEMX — set maximum eddy diffusion coefficients
SETDCF — set diffusion coefficients
/- Setting of orography file
INIT3 — read orography file and set initial constants

ORGIN3 — set metric tensors and their mean values

1-3-2 Model initiation
Two model initiation procedures are available; stand alone initiation and nesting initiation, described in

Chapter E. The control parameter is mode switch MSWSYS(12).

if (MSWSYS(12)=<2) then
a. Stand alone initiation
(==Stand alone initiation start=—=)

INIUVD — set of wind field (U and V) from the parameter card
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SETREF — set reference atmosphere
CPTRFT — compute reference atmosphere
INTRF3 — interpolate reference atmosphere to 3-D model planes (for Qu)
CSTATP — compute hydrostatic pressure
CPTM — compute mass-virtual potential temperature
CDENSE — compute density from the state equation
GENCIN — set tri-diagonal matrix for pressure solver
UCVDNUM — convert u and v to U and V, multiplying reference density
CLEARH —set W*=0
OMWCVWM — compute W from U and V (assuming W *=0)
SETEXT — set external values for », v, w, 6, Qv, and P
SETEXT2 — set zero for time tendency of external values of #, v and 6
LOADEX — load time tendency of external values of #, v and @
(==Stand alone initiation end=—=)

else if (MSWSYS(12)> =23) then

b. Nesting initiation

(== Nesting initiation start=—=)
LOADUV — load grid point values from the boundary file
HRMEAN — compute horizontal mean state
CPTRFT — compute the reference atmosphere
CSTATP — compute hydrostatic pressure
CPTM — compute mass-virtual potential temperature
CDENSE — comptite density from the state equation
GENCIN — set tri-diagonal matrix for pressure solver
LOADPS — load sea level pressure from the boundary file to set the total mass tendency
UCVDNUM — convert # and v to U and V, by multiplying reference density
WCVDNWM — convert w to W, by multiplying reference density
ADJFLX — adjust U and V according to mass flux at lateral boundary
CHKMFX — compute mass flux at lateral boundary
SETOMW — set initial field of W*
CDIVTM, CHGKDIV — check divergence

if (MSWSYS(20)=0) then
—— anelastic, variational calculus start=——
RELAX — mass-consistent variational calculus
CADJP1 —adust U. V and W
==variational calculus end=—=
OMWCVWM — convert W to W*

else if (MSWSYS(20)>0) then
OMWCVWM — convert W to W*
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end if
STOROM
do KTREAD = KTSTO+KTDTO,KTENO,KTDT
LOADUYV — load grid point values from the boundary file
UCVDNUM — convert # and v to U and V, multiplying reference density
WCVDNWM — convert w to W, by multiplying reference density
CSTATP — compute hydrostatic pressure
CPTM — compute mass-virtual potential temperature
CDENSE — compute density from the state equation
GENCIN — set tri-diagonal matrix for pressure solver
UCVDNUM — convert # and v to U and V, by multiplying reference density
WCVDNWM — convert w to W, by multiplying reference density
ADJFLX —adjust U and V according to mass flux at lateral boundary
CHKMFX — compute mass flux at lateral boundary
SETOMW — set initial field of W*
OMWCVWM — convert W to W*
SETEXT — set external values for », v, w, 6, Quv, and P
SETEX2 — set time tendency of prognostic variables at lateral boundary
SETEXT?2 — set zero for time tendency of external values of %, v and @
CDMFDT2 — compute time tendency of mass flux through lateral boundary
STORBD — store boundary values and their tendencies
enddo
(== Nesting initiation end=—=)
¢. Initiation of ground temperature
if (MSWSYS(12) =<2) then
TGCONC : initial setting of the wetness, albedo, etc., for stand alone run
TGSET : set initial ground temperature for stand alone run
else if (MSWSYS(12)>=23) then
LOADTG : load ground temperature from the ground temperature file
endif
d. Reset of initial value of model at start (restart) time
if ITST=1) then
STMTCL1 — store basic variables
LOADUV : load grid point values from the boundary file
LOADOM : load adjusted wind at the lateral boundary
CHKMFX — compute mass flux at lateral boundary
SETDAY — set universal time
CSTATP — compute hydrostatic pressure

CPTM — compute mass-virtual potential temperature
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CDENSE — compute density from the state equation
CDIVT, CHKDIV — check divergence
else if (ITST >=2) then
RESTFL — read the restart file
CDIVT, CHKDIV — check divergence
SFTRCD — shift record number of the output file
end if

1-3-3 Time integration
do IT=ITST, ITEN
a. Setting of time step, model time
b. Diagnosis of density and set tri-diagonal matrix
CDENSE — compute density from the state equation
GENCIN — set tri-diagonal matrix for pressure solver
¢. Computation
CEXTBD, SETEXW, ADJEXT — compute external value at boundary
CADVC4W, CADV4UV — compute advection terms
CRSTUV — compute stress terms
if (MSWSYS(13)>=8) then
RADIATE3E, TGFCST2E — cloud radiation process
else if (MSWSYS(13)>=6) then
RADIATS3, TGFCST?2 — radiation relative humidity
else if (MSWSYS(13)> =2) then
TGFCST — no atmospheric radiation
end if
CETURS5 — Compute the turbulent kinetic energy
CPTQVN — Compute potential temperature with cloud microphysics
CNVED3 — Diagnose diffusion coefficients
CBUOYD — Diagnose buoyancy term
UVPBD — Treatment of lateral boundary condition
if (MSWSYS(20)<2) then
if (MSWSYS(20)=-1) then
% % * HYDROSTTATIC VERSION # * 3k
CHYDPRE — compute pressure for hydrostatic version
else if MSWSYS(20)>=0) then
* % % ANELASTIC, ELASTIC-HI-VI VERSION #* * *
if (MSWSYS(20)=1) then
MODADV — Modify advection term
end if
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CPRESS — compute pressure for non-hydrostatic version
end if
SVELCH — compute velocity
else if (MSWSYS(20)=2) then
* % *x ELASTIC-HE-VI VERSION * #* 3
TRIMAT — set matrix coefficient
do m=1, nsound
SNDUV — update horizontal velocity with forward scheme
SNDWP — update vertical velocity and pressure with backward scheme
end do
BUNDRY - apply boundary conditions
ASELIN — apply time filter
end if
CPTM — Diagnose mass-virtual potential temperature
d. Output
STRMTS, STRMTS2 — Output grid point values
RESTFL — Output restart file
end do
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J. Relevant utilities
J-1. Setting orography
The first step of the model structure (Job Step 1) is preparing the orography file. The file may be stored in

a directory @data/ and named org**.

J-1-1 Format of the orography file

a. Recovd format

REC.1| IXTST, IXTEN,JYMST, JYMEN, ZS, SL, FCORI, ROUGHL, FLATIT, FLONGI
REC. 2 | NPROJC

b. Contents
Name Type | Contents Default Unit
IXTST I*4 Start number for x-direction 1
IXTEN I*4 End number for x-direction NX
JYMST 1*4 Start number for y-direction 1
JYMEN 1*4 End number for y-direction NY
ZS(NX,NY) R*4 Orographic height M
SL(NX,NY) R*4 Land coverage rate 1.0 0.01x9%
FCORI(NX,NY) R*4 Coriolis parameter f; s7!
ROUGHL(NX,NY) "R*4 Roughness length 0.1 M
FLATIT(NX,NY) R*4 Latitude FLAT degree
FLONGI(NX,NY) R*4 Longitude FLON degree
NPROJC C*4 Map projection DES

J-1-2 Simple orography for idealized tests
For an ideal test, the orography is given by the following functions. For three-dimensional simulation, the
orographic height is given by an isolated mountain as

Pom

Zx(x;y): x— —_— ’
X0y 2 Y " Yoy 2 %
{1+(—(Z )P+ (5%

(J1-2-1)

where 7, is the height of the mountain top and, ¢ and b are the horizontal scale for the x- and y-directions. For
two-dimensional simulation, the orography is simply given by

T,

Zy(x) =——2—r
X~ X%y 2
1+ (=)

(J1-2-2)

where ¢ is the half width.

For simple orography, the Descart coordinate is assumed, and ‘DES’ should be set as NPROJC.
P. G. The above equations are given by the function ZSFN in org*.f in /srcenv. See K-1-2 for details.
J-1-3 Real orography for arbitrary conformal projection

a. GTOPO30 dataset
Real orography is provided by the GTOPO30 dataset, which is global digital elevation data with a horizontal
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grid spacing of 30 arc seconds (approximately 1 kilometer) developed at the US Geological Survey’s EROS Data
Center. Detailed information on the characteristics of GTOPO30, including the data distribution format, the data
sources, production methods, accuracy, and hints for users, is found in the GTOPO30 URL
http:/ledcdaac.usgs.gov/gtopo30/gtopo30.html
and its README file
http://fedcdaac.usgs.gov/gtopo30/README.html.

The original GTOPO30 data is a global data set covering the full extent of latitude from 90 degrees south to 90
degrees north ; MRI/NPD-NHM provides limited data of latitude from 10 to 50 degrees north and longitude from
110 to 150 degrees east. See K-2-2 for details.

b. Conversion to conformal projection map

The orography file is transformed into a conformal map projection. The model can accommodate the

following three conformal map -projections :

1) Polar stereo graphic projection

The horizontal coordinate (x, y) is a projected plane transformed by

[x]_[x,,-k ma cospsinAl

(J1-3-1)
y

Yp— ma coSpcosAL )
where (%, ¥») is the position of the north pole in the projected map, (¢, A) the latitude and longitude, AA the
deflection of longitude from the standard longitude A,, and a the radius of the Earth (Fig. J1-3-1). The map

factor, m, is defined by

N

where ¢, is the standard latitude and m is unity at ¢ =¢,. For

a position (x, »), the inverse transformation of (J1-3-1) is given

{z:)
by {zp,¥p) - By
Ao +tan X% y
A Y=Y i
{ ] — , (J1-3-3) !
@ . A2 :
S Tr e T
where E
A=a(1+singy), (J1-3-4) 'S
o1 |

Fig. J1-3-1 Polar stereographic projection.
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2) Lambert conformal projection

In a Lambert projection (Fig. J1-3-2), the horizontal coordinate >(x, y) is given by

p x;ﬁ%a cossin cAL
[ ]: , (J1-3-6)

y,,—%a COS@COS CAA |

where
_ (1 €COSQ \ ., l+sing, _a_
*(COSQDl)c (1+sin<p) ’ (J1-3-7)
and
tan (Z—2L)
c=1n(cosg‘)/ln{ 4 2 (J1-3-8)

COSPT tan(Z—2)

The map factor m is unity at ¢ =@, (z/6) and ¢ =g, (z/3). c is about 0.72 when @,= z/6 and @, =z/3. The

inverse transformation of (J1-3-6) is given by

Ao +%tan‘1§—fx2

[l ]_ Y (J1-3-9
® sin‘l*Bz_ 2| )
B2+»2
where
_a(l+sing,)® (J1-3-10)

" c¢(cosg) ¢V’

— Y=y o
7—COS{C€A—AO)}' (J1-3-11)

The polar stereographic projection (J1-3-1) to (J1-3-5) is a special case of ¢=1 in (J1-3-6) to (J1-3-11).

[CREA)] A

(TrpsYep) cAX

[

Fig. J1-3-2 Lambert conformal projection.
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3) Mercator projection

In a Mercator projection (Fig. J1-3-3), the horizontal coordinate (x, ¥) is defined by

Xo+a cosgpAL

x
_ Ltsine. | (J1-3-12)
[;V] Vot a cosg, In (TS;;@)

where (%, ) is the position of a point whose latitude and longitude are (0., A,) in the projected map. The map

factor is given by

m=C05P (J1-3-13)
cosp

The inverse transformation of (J1-3-12) is given by

X%

Aot
0s
[l ]: “; Pl (J1-3-14)
P s
where
C=s. (J1-3-15)
)\0 __.A_A__.))‘
I
(z,y) @
$o
} {z0,%0) 0.

Fig. J1-3-3 Mercator projection.

J-2. File conversion for nesting with RSM

So far, the model has been used for several realistic simulations. The outer models that supply the initial
and boundary conditions are the Japan Spectral Model of JMA (JSM) (Saito, 1994, 1997 ; Saito and Kato, 1996 ;
Kato, 1996, 1998 ; Seino and Saito, 1999 ; Murata et al., 1999), Regional Spectral Model of JMA (RSM) (Saito,
1996 ; Kato et al., 1998 ; Eito et al., 1999 ; Yoshizaki et al., 2000) and Limited Area Assimilation and Prediction
System of BMRC (LAPS) (Saito et al., 2001a). Recently, Saito (2000) has tested nesting the nonhydrostatic model
with Global Analysis data of JMA. In this section, we present the nesting utility for RSM as an example.

J-2-1 Input and output files
a. Input file from RSM
The following four files are required from RSM for file conversion for nesting. These files are obtained by

running RSM. For details of the files and the ‘GVS1’ format, see the RSM user’s guide (Goda, 1996).
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File Contents Format Remarks
RSM.HM RSM’s orography file GVS1

RFEB**Z RSM'’s eta plane file GVS1 forecast file
RF2M**Z RSM’s physical monitor | GVS1 forecast file
RASB**Z RSM'’s surface file

b. Temporary file

The following four temporary files are made by running ‘readrsm’ step. These files (NXO, NYO, NZO) may
be smaller than RSM’s original size (257,217,36) since they are cut out from RSM’s output files according to the

nonhydrostatic model domain.

File Array Content Unit Remarks
@rsm.org | ZS(NXO,NYO), Orography height m Cut out from
SL(INXO,NYO) Land coverage 0.01% RSM.HM
@rsm.gpv | RAINO(NXO,NYO), Accumulated rain mm Cut-out from
PSEA(NXO,NYO), Sea-level pressur Pa RFEB**Z
PAIO(NXO,NYO), Surface pressure m/s
UO(NXO,NYO,NZO), x-direction wind m/s
VO(NXO,NYO,NZO), y-direction wind K
TONXO,NYO,NZO), Temperature Kg/Kg
QVO(NXO,NYO,NZO) Water vapor
@rsm.sfc | SSTO(NXO,NYO), sea surface temp. cut-out from
TINO(NXO,NYO,4) ground temperature RASB**Z
@rsm.phy | WETO(NXO,NYO), wetness 0.01% cut-out from
KINDO(NXO,NYO), land use - RF2M**Z
ROUGHO(NXO,NYO), roughness length m
TINO(NXO,NYO,4) ground temperature K
¢. Other file
The real orography file for nonhydrostatic model as in J-1-1 is required.
File Name | Array Content Unit Remarks
org** see J-1-1 see J-1-1
d. output file
File Name | Array Content Unit Remarks
uvptg** PSEAMN, mean sea level pressure | Pa
PTOPM, mean model top pressure | Pa
IDATE(), date .-
UNX,NY,NZ), x-direction wind m/s
VINX,NY,NZ), y-direction wind m/s
WENX,NY,NZ), z-direction wind m/s
PT(NX,NY,NZ) potential temperature (6) | K
QV(NX,NY,NZ) water vapor Kg/Kg
PTGRD(NX,NY), @ at ground (6;) K
PTGRDT(NX,NY), time tendency of 6, K/s
PTSEA(NX,NY), 6 at sea surface () K
PAI(INX,NY), surface pressure Pa
TIN(NX,NY ,4) ground temperature K
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ptgrd** IDATE(5), date (yy/mm/dd/hh/wk) |
WET(NX,NY), wetness 0.01%
FKTG(NX,NY), heat diffusion m?/s*
ROCTG(NX,NY), heat capacity J/K/m?
ALBED(NX,NY) surface albedo 0.01%

org**.x see J-1-1 see J-1-1

sst** SSTI(NX,NY,4) sea surface temperature | K

newfl**.ps | Post Script file for monitor

J-2-2 Flowchart of Jobstep 2.

Main program of Jobstep 2 is in srcenv/newflrsm**.f. The job flow is as follows :

. Setting parameter
. Declare arrays, common variables.
. Set model constants and definition of graphic environments
. Read RSM orography and surface files (@rsm.org, @rsm.sfc)
. Set outer model projection
LATLON, REVERSE
. Define NHM model grids
VRGDIS, SETXRP, SETXRU, SETZRP, SETZRW
/- Read NHM orography file (org**) and setting of NHM model projection
MAPJPN, PRJCT2, RLTLN
. Interpolate RSM orography and make adjusted NHM orography (org** x)
NINTR2D, ZSTRNS3
. Store adjusted NHM orography and surface file (ptgrd**)
NINTR2D, STORTG
do KT =KTST, KTEN
. Read RSM’s forecast file (@rsm.gpv, @rsm.phy)
REVERSE
7. Compute height of eta planes
PHICAL
k. Compute mean pressure at top of NHM
l. horizontal interpolation of RSM’s forecast
NINTR2D
m. Adjust ground temperature
n. interpolation of RSM’s forecast into NHM grids
INTER]J, NINTRP, NTRANSG
o. Store interpolated value (uvptq**)

STORUV

end do
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J-2-3 Subroutine list of Jobstep 2.
Following subroutines are included in each member. Subroutines in the member ‘nflutnpd2.f’ are developed
by the Numerical Prediction Division of JMA.
a. nflutly2.f .
STORUV : store interpolated values to the file uvptg**
INTER] : vertical interpolation
NINTRP : three dimensional interpolation
NINTRPT : three dimensional interpolation for &
INTERZ : vertical interpolation for &
NINTR2D : horizontal interpolation
VRGDIS : set variable grid distances
SETXRP : set absolute position of scalar points
SETXRU : set absolute position of vector points (U and V)
SETZRP : set height of full level
SETZRW : set height of half level
ZSTRNS3: adjust NHM orography
REVERSE : change arrays’ order in the y-direction
NTRANSG : rotate interpolated model’s horizontal wind direction
LOADMT : load grid point values from NHM’s output file
STORTG : store ground surface data to ptgrd**

b. nflutpltl.f -
PLTLO?2 : plot latitude and longitude lines
PLTLNZ2: plot projected lines
PCONTSL : plot contour with coast lines

c. nflutnpd2.f :
LATLON : compute latitude and longitude of each grid of RSM
LLTOIJ : compute RSM grid point from latitude and longitude
RLTLN : compute RSM grid position from latitude and longitude
PHICAL : compute height from pressure and temperature

SPLINX : Spline interpolation

J-3. Plot job
Source program of the plot job is in the directory ../srcplt. Basically the job is similar to that described in
Chapter E of Ikawa and Saito (1991), while multi images and shade pattern are supported, and a postscript file

is made. For the detail of parameter setting, see Section K.

J-3-1 Model output file (1)
In Job Step 3, STRMTS outputs grid point values of the model integration. The format is as follows. They
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can be selectively output according to parameter card file KDD (see K-4-3). An economical, compressed file can

also be output by STRMTS2.

Record | Output Contents of GPV

REC.1 ITDT, KD(Q1), U x-direction momentum

REC.2 ITDT, KD(2), V y-direction momentum

REC.3 ITDT, KD(3), W z-direction momentum

REC.4 ITDT, KD(4), PT, TIN potential temperature, ground temperature (4 layers)

REC.5 ITDT, KD(), QV mixing ratio of water vapor

REC.6 ITDT, KD(6), QC, QM mixing ratio of cloud water, cloud amount

REC.7 ITDT, KD(7), QR mixing ratio of rain

REC.8 ITDT, KD(8), ETURB turbulent kinetic energy

REC.9 ITDT, KD(9), EDDYKM, EDDYKH, DLEN | eddy diffusion coefficients for momentum and heat
mixing length

REC.10 |ITDT, KD(10), PRS, PSEA, PTOPAV, pressure, sea level pressure, average pressure at

SMQR, SMQS, SMQH model top, accumulated rain, snow and graupel

REC.11 |ITDT, KD(11), PQV, PQCW, PPT production term of water vapor and cloud water,
tendency of potential temperature

REC.12 | ITDT, KD(12), PQR, PQCI production term of rain and cloud ice

REC.13 |ITDT, KD(13), QCI mixing ratio of cloud ice

REC.14 | ITDT, KD(14), QS mixing ratio of snow

REC.15 |ITDT, KD(15), QH mixing ratio of graupel

REC.16 | ITDT, KD(16), PQS, PQH production term of snow and graupel

REC.17 | ITDT, KD(17), DNSG2, ZS, SL density*G'? ground height, land coverage rate

REC.18 | ITDT, KD(18), CPHU, CPHV phase velocity of gravity wave for x- and y- directions

REC.19 | ITDT, KD(19), QNCI number density of cloud ice

REC.20 | ITDT, KD(20), QNS number density of snow

J-3-2 Model output file compressed by using integer+2

The subroutine of STRMTS2 outputs a compressed result file. With this file the plot job illustrated in

subsection K-5-2 can be used convenijently. Qutput kinds can be selected according to the parameter card file

KDD (see, K-4-3). The output file produced in the restart run does not make REC.1-REC.10+ NZ.

Record Output Contents of GPV

REC.1 DT,DX,DY,DZ PTRF,PRESRF,ZRP,ZRW,ISTRMT, | Refer to the following remarks
IDATEKTSTO,STDLAT,N1,C1,N2,C3,C4,C5,CO

REC.2 I*4) 0, (C+5) 'ZS’, (Ix4) 1 Height of terrain

REC.3 (R+4) WMAX,WMIN, (I*2) ZS

RECA4 (Ix4) 0, (C#5) 'S, (I*4) 1 Sea-land parameter

REC5 (R*4) WMAX,WMIN, (Ix2) SL

REC.6 (I+4) 0, (C#5) 'FLAT’, (Ix4) 1 Latitude

REC.7 (R+4) WMAX,WMIN, .(I»2) FLAT

REC.8 (I=4) 0, (C+5) '"FLON’, (I*4) 1 Longitude

REC.9 (R*4) WMAX,WMIN, (I+2) FLON
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REC.10 (I+4) 0, (C+5) 'PAIRF’, (Ix4) NZ Base of Exner function
REC.11 (R+4) WMAX,WMIN, (I*2) PAIRF(,1)
REC.10+NZ | (R+4) WMAX,WMIN, (I+2) PAIRF(,,NZ)
{I=4) 1, (C+5) CMSYS, (Ix4) NZ
REC.I1 (R+4) FMAX,FMIN, (I+2) F(,,1) Predicted values of ‘F’ at 1-th time step
RECI1+NZ | (R*4) FMAX,FMIN, (I»2) F(,,NZ)
(I=4) 1, (C+5) ’END, (I*4) 0 End of output at 1-th time step
(Ix4) ISTRMT, (C+5) CMSYS, (I*4) NZ Predicted values of ¥’ at ISTRMT -th
RECI2 (R#4) FMAX FMIN, (I*2) F(,,1) time step
RECI2+NZ | (R#4) FMAX,FMIN, (I*2) F(,,NZ)
(I*4) ISTRMT, (C#5) 'END’, (I*4) 0 End of output at ISTRMT -th time step
(I#4) ISTRMT+], (C+5) CMSYS, (I*4) NZ Predicted values of 'F” at ISTRMT +J -th
REC.I* (R#4) FMAX,FMIN, (I=2) F(,1) time step
RECI*+NZ | (R*4) FMAX,FMIN, (I*2) F(,,NZ)
(I*4) ISTRMT?*+]J, (C+5) 'END’, (I*4) 0 End of output at ISTRMT*]-th time
step

Here (I*4) denotes integer#4, (I*2) integer#2, (R*4) real*4, and (C#5) character*5. The compressed formula is
REAL+#4 F4(+),FMAX,FMIN
INTEGER=*2 F(*)
WD=(FMAX-FMIN)/64000.0

F()=NINT((F4(,)-FMIN)/WD-32000.0). (J3-2-1)

Remark)

Name Type | Meaning Name Type| Meaning

DT R#4 | Time step interval DX R#4 | x-direction grid distance

DY R*4 | y-direction grid distance DZ R#4 | z-direction grid distance

PTRF R+#4 | base of potential temperature PRESRF | R#4 | base of pressure for Exner function

ZRP(NZ) | R#4 | vertical levels except vertical ZRW R+4 | vertical levels of vertical velocity
velocity (NZ)

ISTRMT | I*4 | time step interval of GPV output, IDATE I#4 | Date (year, month, day, hour, day of
date , (5) the week)

KTSTO | I*4 | Start time of nesting file STDLAT | R#4 | standard latitude

N1 I+4 ‘ N2 I+4

C1(N1) C+5 | Name list of predicted values C3(N2) C*5 | Name list of predicted values

C4(N2) C#5 | Name list of predicted values C5(N2) C#5 | Name list of predicted values

CO(N2) C#5 | Name list of predicted values
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K. User’s guide to running the model
K-1. Getting started
The UNIX combined model environment is supplied by a tar file mrinpd.tgz To decompress and expand the

code, type the following commands :
gzip —cd myinpd.tgz | tar —xvf -

The following subdirectories are found in the directory mrinpd**.
shl** : unix shell script
srcenv : source program for environment settings
src** : source program for model run
srcplt : source program for plot job (1)
card : parameter card to control jobs
data : data file for radiation, etc.
shlplt2 : unix shell script for plot job (2)
sreplt : source program for plot job (2)
@data : temporary dataset to store output data

@src9971ib : temporary dataset to store object modules

K-2. Setting the orography file
K-2-1 Simple orography for ideal test
The Unix shell for preparing a simple orography file for an ideal test is in shl**/#orbel**. The following is

an example of the shell script (sh1997/#orbel32an) for model size (32,32,NZ).

cd srcenv
echo’ PARAMETER (NX=32,NY=32}) >zsize.h
f90 -0 0rg3232.0out org3dm.f
org3232.0ut< <EOF
&NAMORG
IXTST=1,IXTEN=32,JYMST=1,JYMEN=32,XCENT=16.5,YCENT=16.5
PWX=3.0,PWY=3.0,ZTOP=100.0,THETA=0.0,LTBDRY =0,
FLAT=0., FLON=140., FZLAND=0.1
&END
&NAMSST
PTGRDS=288.3
&END
&NAMPRJ
NPROJC='DES’
&END
EOF
mv fort.50 ../ @data/org.bell32an

’

The namelists as the input parameter are as follows :

1) Namelist &NAMORG

Name Type | Meaning Default | remarks
IXTST int start number for x-direction 1
IXTEN int end number for x-direction NX
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Name Type | Meaning Default | remarks
JYMST int start number for y-direction 1
JYMEN int end number for y-direction NX

XCENT real location of mountain top in x-direction | NX/2 % in (J1-2-1)/Ax
YCENT real location of mountain top in y-direction | NY/2 ¥ in (J1-2-1)/Ay

PWX real half width in x-direction a in (J1-2-1)/Ax
PWY real half width in y-direction b in (J1-2-1)/Ay
ZTOP real mountaintop height Iy in (J1-2-1)
THETA real angular of rotation 0. no other choice
LTBDRY | real lateral boundary condition 0 1: cyclic for x-direction
2 : cyclic for x- and y-directions
FLAT real latitude (degree) 0.0
FLON real longitude (degree) 140.0
FZLAND | real roughness length (m) 0.1

2) Namelist &KNAMSST

Name Type | Meaning Default | remarks

PTGRDS | real potential temperature at sea surface (K) | -——- not used in ordinary setting

3) Namelist &NAMPR]

Name Type | Meaning Default | remarks
NPROJC | c*4 map projection ‘DES’ Descart coordinate

The output file is stored in @data/org.bell** (fort.50), and its format is described in J-1-1.

K-2-2 Real orography for arbitrary conformal projection
Setting of the real orography file is performed using gtopo30 dataset. To decompress and expand the
dataset, type the following commands :

gzip ~cd mrinpd.tgz | tar —xvf -

In the directory gtopo30, step2.dx10.sh is a sample shell script for 10 km resolution real orography around
Kyushu.

step2 -F’PORT(STDUF)’ <domain.card.LMN102.dx10
mv fort.80 ../mrinpd997/@data/org.kyushu.102dx10

Here, domain.card specifies namelist for orography information such as the domain size, horizontal resolution,

map projection, efc..

&NAMDOM
NX= 102
NY= 102
NPROJC='LMN’
DX= 10000.
DY= 10000.
SLAT= 32.5
SLON= 140.
FLATC= 32.5
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FLONC= 130.5

Xl= 61.

XJ= 165.

XLAT= 30.

XLON= 140.
&END

The contents of the namelist is as follows:

1) Namelist &NAMDOM

Name Type | Meaning Default | remarks

NX int model array size x-direction

NY int model array size y-direction

NPROJC c*4 map projection ‘PSN’: Polar stereo

‘LMN’: Lambert
‘MER’: Mercator

DX real data resolution x-direction (m)
DY real . data resolution y-direction (m)
SLAT real standard latitude @ in J1-3-2
SLON real standard longitude Ao in J1-3-1

FLATC real latitude of map’s center

FLONC real | longitude of map’s center

XI int grid number x-direction of dummy if FLATC is specified
(XLAT,XLON)

X]J real grid number y-direction of dummy if FLATC is specified
(XLAT,XLON)

XLAT real latitude of standard point | - dummy if FLATC is specified

XLON real Longitude of standard point dummy if FLATC is specified

A temporary file is output in mrinpd**/@data/org.kyushul02.dx10 (fort.80), whose format is same as in J-1-1.
By running shlplt2/zsls.sh, a postscript file can be made in @data/zs.ps (fort.60) to monitor the model domain.

Figure K2-2-1 shows the domain and orography made in the example shell script.

Fig. K2-2-1 Domain and orography produced in the example shell script in K-2-2.

— 100 —
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K-3. File conversion for nesting
K-3-1. Nesting with RSM
The Unix shell for file conversion for nesting with RSM is in ../shl/#nflrsm**. The following is an example

of the shell script (sh1997/#nflmprsm) for model size (102,102,38).

echo "4 *----—- Compile ———-- ’
setenv DATE y9906.d2500
cd srcenv

90 -03 -c nflutity2.f nflutplt1.f nflutnpd2.f
echo” PARAMETER (NX=102,NY=102,NZ=38)’>mdIsize.h
f90 -03 nflmprsm.f nflutlty2.0 nflutplt1.o nflutnpd2.o ../srcplt/nflutplt2.o ..
/srcplt/plotpswk.o -0 nflmprsm102.out
cd ..
echo "#*—-- convert to Arakawa-C, z* coordinate -———- ’
rm fort.*
In-s @data/@rsmdata.org fort.10
In-s @data/@rsmdata.gpv fort.11
In-s @data/@rsmdata.sfc fort.12
In-s @data/@rsmdata.phy fort.13
In-s data/MAPJPN fort.43
In-s @data/org.kyushu.102dx10 fort.51
In-s data/PSDATA fort.9
srcenv/nflmprsm102.out < <EOF
&NAMMAPO
SCALE=3000.,FLSTP=10.XSW=20.YSW=20.
&END
&NAMMAPI
FLATSI=25.5, FLATNI=39.5, FLONWI=125.0, FLONEI=140.5, SCALEI=1000.,
SLONI=140., SLATI=32.5, FLSTPI=2., XSWI=20., YSWI=20,, IFILEI=51,
NPROJC='LMN’
&END
&NAMORGI
FLATC=32.5, FLONC=130.5, DX=10000., DY=10000.,
THI=0., NXIN=102, NYIN=102, IWDTH=5, IMERG=5, GRMAX=0.15
&END
&NAMGRDI
DXI=10000., DX11=10000., DX21=10000., IX11=10, IX21=20,
DYI=10000., DY1I=10000., DY2I=10000., IY11=10, IY2[=20,
DZ1=1120., DZ11=40., DZ21=1120., 1Z11=38, 1221=38
&END
&NAMNEST
KTST=9, KTEN=15, KTDEL=3,
&END
EOF
mv fort.23 @data/uvptq.102.$DATE
mv fort.25 @data/ptgrd.102.$DATE

The dataset @rsm** are obtained by running shl997/#readrsm, and their format is described in J-2-1. The

namelists as the input parameter are as follows:

1) Namelist &NAMMAPO
This namelist defines the map to show the forecast of RSM.

Name Type | Meaning Default | remarks

SCALE real scale of map projection

— 101 —
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Name Type | Meaning Default | remarks
XSW real x position of under-left of map
FLSTP real interval for depict latitude and longitude
lines
| YSW real y position of under-left of map

2) Namelist &NAMMAPI
This namelist defines the map to show the domain of NHM.

Name Type | Meaning Default | remarks
FLATSI real latitude of under-left of map

FLATNI | real latitude of upper-right of map
FLONWI | real longitude of under-left of map

FLONEI real longitude of upper-right of map

SCALEI real scale of map projection

SLONI real standard latitude @ in J1-3-2
SLATI real standard longitude Ay in J1-3-1
FLSTPI real interval for depict latitude and longitude
lines
XSWI real x position of under-left of map
YSWI real y position of under-left of map
IFILEI int device number- for output file 51
NPROJC |c+4 map projection ‘PSN’: Polar stereo

‘LMN’: Lambert
‘MER’: Mercator

3) Namelist &NAMORGI
This namelist transfers domain information of the NHM orography. The parameter values must be

consistent with the namelist NAMORG of the orography setting.

Name Type | Meaning Default | remarks
FLATC real center latitude (degree)
FLONC real center longitude (degree)
DX real x-direction resolution (m)
DY real y-direction resolution (m)
THI real angular of rotation 0. no ther choice
NXIN int model array size in x-direction NX
NYIN int model array size in y-direction NY
IWIDTH |int width of rim to use the RSM orography | >4
IMERG int width of rim to merge the RSM >4
orography ‘
GRMAX real maximum steepness of orography
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4) Namelist &NAMGRDI

This namelist is to define the grid structure of NHM.

Name Type | Meaning Default | remarks

DXI real x-direction grid distance (m)

DX1I real x-direction left-most grid distance (m) DXI Dx, in D-4 in Ikawa and Saito

(1991)
DXZ2I real x-direction right-most grid distance (m) | DXI Dz, in D-4 in Tkawa and Saito
(1991)

IX1I int start index for constant grid distance 7, in D-4 in Tkawa and Saito (1991)
(x-direction)

1X2I int start index for constant grid distance i, in D-4 in Ikawa and Saito (1991)
(x-direction)

DYI real y-direction grid distance (m)

DY1I real y-direction left-most grid distance (m) DYI

DY2I real x-direction rihgt-most grid distance (m) | DYI

IY1I int start index for constant grid distance
(y-direction)

IY2l int start index for constant grid distance
(y-direction)

DZ1 real z-direction grid distance

DZ11 real grid distance at lowest level (m)

DZ21 real grid distance at highest level (m) DZ1

1711 int start index for constant grid distance 1

(z-direction)

1721 int end index for constant grid distance NZ
(z-direction)

5) Namelist &NAMNEST

This namelist defines the period of the nesting run.

Name Type | Meaning Default | remarks

KTST int Start time of nesting in terms of the
forecast time of RSM

KTEN int End time of nesting
KTDEL int Time interval of RSM GPV 3

A postscript file is made in @data/nflmprsm.ps (fort.60) to monitor the file conversion. Figure K3-1-1 indicates
the domain and orography of RSM and the nonhydrostatic model for the sample shell script. Figure K3-1-2

shows the RSM forecast at KT =12 and for monitoring the file conversion.
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Fig. K3-1-1 Domain and orography of NHM monitored in the file conversion.
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for monitoring.
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K-3-2. Self-nesting

A Unix shell of file conversion for self-nesting is also prepared (shl1997/#nflmpnhm) ; it converts the model
output files J-3-1 or J-3-2 to the boundary file described in J-2-1-d. This utility is available for double- or

triple-nesting with RSM as well as a nesting run within the stand-alone run of the nonhydrostatic model.

K-4. Model run
K-4-1. Stand alone run

An example of the shell script for 2 km resolution linear mountain waves (sh1997/#glmwv3232) is as follows.

echo '# # # # Compile started # # # #°
cd src997-2000

mv ../@src997lib/*.0 .

cp prm.inc32 prm.inc

rm mainy2.0 comm.o wrtfct.o subhevi.o
make
mv*.o0../@src997lib
mv a.out ../@src997lib/main32.out

cd..
rm fort.50
In -s @data/org.bell32an fort.50
echo "# # # # Time integration started # # # #°
time @src997lib/main32.out<card/LMWV32H]I
# time @src997lib/main32.out<card/LMWV32HE
myv fort.8 @data/strmts2.list
mv fort.62 @data/strmts2.Imwv.file1
echo "# # # # Time integration end # # # #'
rm fort.*

The control parameter card (card/LMWYV32HI) for above example is as follows:

3-DIM SIMULATION OF STEADY-STATE LINEAR MOUNTAIN WAVE OVER A

BELL-SHAPED MOUNTAIN

NX,NY,NZ=32,32,32, DX=2000.0M, DZ=40 - 1240M OPEN BOUNDARY CONDITION
&NAMMSW
MSWSYS( 1)=0, MSWSYS( 2)=1, MSWSYS( 3)=2, MSWSYS( 4)=2, MSWSYS( b)=2,
MSWSYS( 6)=-1,MSWSYS( 7)=1, MSWSYS( 8)=0, MSWSYS( 9)=3, MSWSYS(10)=0,
MSWSYS(11)=0, MSWSYS(12)=2, MSWSYS(13)=0, MSWSYS(14)=0, MSWSYS(15)=2,
MSWSYS(16)=0, MSWSYS(17)=2, MSWSYS(18)=2, MSWSYS(19)=0, MSWSYS(20)=1,
MSWSYS(21)=0, MSWSYS(22)=0, MSWSYS(23)=0, MSWSYS(24)=0, MSWSYS(25)=0,
MSWSYS(26)=0, MSWSYS(27)=0, MSWSYS(28)=0, MSWSYS(29)=0, MSWSYS(30)=0
&END
&NAMPAR
ITST= 1, ITEND=120, ISTRMT=30, ISTRRS=1000, ITOUT=5000, ITCHK=5000,
DT=30.0, DX=2000.0, DY=2000.0, DZ=1240.0, PTRF=300.0, PRESRF=100000.0
&END
&NAMGRD
DXL=2000.0, DXR=2000.0, IX1=20,I X2=40, DYL=2000.0, DYR=2000.0,
IY1=20, IY2=40, DZL=40.0, DZR=1240.0, 1Z1=32, 12Z2=32
&END
&NAMVAL
RATIOI=0.5, RATIOO=0., RATIO2=0., RUVNI=0.5, RUVNO=0., RUVN2=0,,
FNLTR=0.0, IDIFX=0, DIFNL=0.0, DIF2D=60.0, ASTFC=0.2,
STDLON=140.0, STDLAT=0.0, KZDST=24, KZDEN=32,
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RLDMPX=0.0, RLDMPZ=30.0, RLDMPO=0.0,
PTGRDS=288.3, PTGRDR=0.0, PTGRDL=0.0,

ITGROW=0, UBIAS=0.0, VBIAS=0.0, ITSST=0, EOVER=0.b
&END

&NAMNST

KTSTO=6, KTENO=12, KTDTO=3, DTRATIO=3600.,
ALPHA=0.5, ITRMX=20000, RLXCON=1.0E-4, OVERLX=1.8
&END

&NAMRAD

DTRADS=300.0

&END

&NAMPTG

DAY0=90.0, GTIMEO=0.0, ALBEDL=0.2, ALBEDS=0.6, WETL=0.1, WETS=1.0
&END

IN Z(M) U(M/S) V(M/S) PT(K) RH(%) QC(G/KG) QR(G/KG)
1 0.0 8.0 0.0 288.3 0.0 0.0 0.0
2 3900.0 8.0 0.0 300.0 0.0 0.0 0.0
3 11900.0 8.0 0.0 324.0 0.0 0.0 0.0
4 19900.0 8.0 0.0 348.0 0.0 0.0 0.0
5 201000 8.0 0.0 348.6 0.0 0.0 0.0
99
&NAMKDD

KDD( 1)=1, KDD{ 2)=1, KDD( 3)=1, KDD( 4)=2, KDD( 5)=1,
KDD( 6)=0, KDD( 7)=0, KDD( 8)=0, KDD{ 9)=0, KDD(10)=1,
KDD(11)=0, KDD{12)=0, KDD(13)=0, KDD(14)=0, KDD(15)=0,
KDD(16)=0, KDD{17)=1, KDD(18)=0, KDD(19)=0, KDD(20)=0,

The control parameter card (card/LMWV32HE) is an alternative card for HE-VI scheme, where MSWSYS(15)=
1 and MSWSYS(20)=2 are set instead of MSWSYS(15)=2 and MSWSYS(20)=1.

K-4-2. Nesting run with RSM

Following is an example of the shell script (sh1997/#grsm10238) for nesting run with RSM by model size (102,
102, 38).

# nesting simulation with RSM (102,102,38)
unlimit datasize
unlimit stacksize
setenv DATE y9906.d2500
echo “# # # # Compile started # i # #°
cd src997-2000
mv ../@src997lib/*.0.
cp prm.inc102 prm.inc
rm mainy2.0 comm.o wrtfct.o subhevi.o
make
mv*.o0../@src997lib
mv a.out../@src997lib/main102.out
cd .. '
#_ -
rm fort.*
In-s @data/uvptq.102.$DATE fort.23
In-s @data/ptgrd.102.$DATE fort.25
In-s @data/org.102dx10.$DATE fort.50
In-s data/BANDCNX fort.90
echo “# # # # Time integration started # # # #°
time @src997lib/main102.out<card/RSM10238
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H#time @src997lib/main102.out<card/RSM102HE
mv fort.62 @data/rsm102dx10.$DATE

#

echo "## ## END ## £ #°

rm fort.*

The example of the control parameter card (card/RSM10238) for nesting is as follows:

MRI/NPD UNIFIED NONHYDROSTAIC MODEL NESTING RUN

10 KM RESOLUTION WITH REAL OROGRAPHY

NX,NY,NZ=102,102,38, DX=10000.0M, DZ=40- 1120M, NESTING WITH RSM20
&NAMMSW
MSWSYS( 1)=1, MSWSYS( 2)=1, MSWSYS( 3)=2, MSWSYS( 4)=2, MSWSYS( 5)=2,
MSWSYS( 6)=-2,MSWSYS( 7)=1, MSWSYS( 8)=1, MSWSYS( 9)=3, MSWSYS(10)=0,
MSWSYS(11)=0, MSWSYS(12)=7, MSWSYS(13)=8, MSWSYS(14)=0, MSWSYS(15)=2,
MSWSYS(16)=0, MSWSYS(17)=2, MSWSYS(18)=1, MSWSYS(19)=0, MSWSYS(20)=1,
MSWSYS(21)=1, MSWSYS(22)=0, MSWSYS{23)=2, MSWSYS(24)=0, MSWSYS(25)=1,
MSWSYS(26)=2, MSWSYS(27)=0, MSWSYS(28)=0, MSWSYS(29)=0, MSWSYS(30)=0
&END
&NAMPAR
ITST=1, ITEND=1080, ISTRMT=540, ISTRRS=1621, ITOUT=5000, ITCHK=5000,
DT=20.0, DX=10000.0, DY=10000.0, bZ=1120.0, PTRF=300.0, PRESRF=100000.0
&END
&NAMGRD ‘
DXL=10000.0, DXR=10000.0, IX1=20, IX2=40, DYL=10000.0, DYR=10000.0,
IY1=20, IY2=40, DZL=40.0, DZR=1120.0, iZ1=38, 1Z22=38
&END
&NAMVAL
RATIOI=1.0, RATIOO=0.5, RATI0O2=0.5, RUVNI=1.0, RUVYNO=0.5, RUVN2=0.5,
FNLTR=0.0, IDIFX=10, DIFNL=150.0, DIF2D=60.0, ASTFC=0.2,
STDLON=140.0, STDLAT=32.5, KZDST=30, KZDEN=38,
RLDMPX=60.0, RLDMPZ=60.0, RLDMPO=0.0,
PTGRDS=288.3, PTGRDR=0.0, PTGRDL=0.0,
ITGROW=0, UBIAS=0.0, VBIAS=0.0,1 TSST=0,E OVER=0.5
&END
&NAMNST
KTSTO=09, KTENO=15, KTDTO=3, DTRATIO=3600.,
ALPHA=0.5, ITRMX=20000, RLXCON=3.0E-4, OVERLX=1.8
&END
&NAMRAD
DTRADS=300.0
&END

-&NAMPTG
DAY0=90.0, GTIMEO=0.0, ALBEDL=0.2, ALBEDS=0.6, WETL=0.1, WETS=1.0
&END

IN Z(M) . U(M/S) V(M/S) PT(K) RH(%) QC(G/KG) QR(G/KG)
1 0.0 8.0 0.0 288.3 0.0 0.0 0.0
2 3900.0 8.0 0.0 300.0 0.0 0.0 0.0
3 118000 8.0 0.0 324.0 0.0 0.0 0.0
4 19900.0 8.0 0.0 348.0 0.0 0.0 0.0
5 20100.0 8.0 0.0 348.6 0.0 0.0 0.0

99
&NAMKDD

KDD{ 1)=1, KDD( 2)=1, KDD( 3)=1, KDD( 4)=2, KDD( 5)=1,
KDD( 6)=1, KDD( 7)=1, KDD( 8)=0, KDD( 9)=0, KDD(10)=1,
KDD(11)=0, KDD(12)=0, KDD(13)=0, KDD(14)=0, KDD(15)=0,
KDD(16)=0, KDD(17)=1, KDD(18)=0, KDD(19)=0, KDD(20) =0,
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KDD(21)=0, KDD(22)=0, KDD(23)=0, KDD{24)=0,
KDD(25)=0, KDD(26)=0

&END

K-4-3. Control parameter card

The specification of model run can be controlled by the control parameter card. Its contents are as follows.

1) First three lines (3A80) in the control parameter card are for user’s comments.

2) Namelist &NAMMSW

This namelist sets the mode switch for basic condition of the model.

pressure equation solver

Meaning Value| Contents Remarks
MSWSYS(1) | Lower boundary condition for | 0 | free-slip
momentum flux
1 non-slip
MSWSYS(2) | out flow lateral-boundary 1 | Orlanski-type no other choice
condition for normal wind
MSWSYS(3) | eigen function 0 | read stored file
1 | make by Jacobi method for variable grid
2 | make using tri-gonometrical | for uniform grid
function distance
MSWSYS(4) | out flow lateral boundary 0 | use the value at inner closest
condition for wind component point
parallel to the boundary
1 Orlanski-radiation condition
2 | extrapolate for space and
time
MSWSYS(5) | lateral boundary condition for | 0 | use the value at inner closest
turbulent energy and vari- point
ables in cloud physics
1 Orlanski-radiation condition
2 | extrapolate for space and
time
MSWSYS(6) | Definition of density (pG'2) -2 | fully compressible (consider
map factor)
-1 | fully compressible _
0 | use the value of the reference | anelastic/quasi-
atmosphere compressible
1 | Bousinesq approximation
MSWSYS(7) | computation of wind at 1 | time integration no other choice
lateral boundary
MSWSYS(8) | Coriolis parameter 0 | not consider
1 | consider f;=2wsing only
2 | full evaluation
MSWSYS(9) | number of iteration in 1 | no iteration for case of no

orography or non-slip
condition in elastic
model
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Meaning Value| Contents Remarks
3 | three times iteration
MSWSYS(10) | dimension of model 0 | three-dimension
1 | two-dimension
MSWSYS(11) | upper boundary condition 0 | free slip, rigid wall no other choice
MSWSYS(12) | start-up procedure 0 | mountain grow until ITGROW
1 | wind grow until ITGROW
2 | pre-existing wind and
mountain
3 | read pre-existing files currently, not available
4 | nesting (@ =0 at all levels)
5 | nesting (@ is converted from
w)
6 | nesting (@ from continuity
equation)
7 | nesting (@ from continuity
equation, @ =0 at lateral
boundary)
MSWSYS(13) | ground temperature 0 | no heat and moisture flux
1 | vary by sin function amplitude PTGRDR
2 | predict ground temperature method of RSM
3 | predict ground temperature consider ground
steepness
4 | predict ground temperature consider orographic
shadow
5 | predict ground temperature consider both 3 and 4
6 | predict ground temperature method of RSM
with atmospheric radiation
7 | predict ground temperature consider ground
with atmospheric radiation steepness
8 | predict ground temperature use cloud water and
with atmospheric radiation cloud ice
9 | predict ground temperature | 8+ consider ground
with atmospheric radiation steepness
MSWSYS(14) j lateral boundary condition 0 | open for Loth x- and y-
directions
1 | open for x-direction periodic
for y-direction
2 | periodic for both x- and
y-directions
—1 | open for x-direction free-slip
rigid wall for y-direction
—2 | rigid wall for both x- and
y-directions
MSWSYS(15) | buoyancy 0 | split and linearized for anelastic model (AE)
1 | split but not linearized for HE-VI scheme
2 | density perturbation for HI-VI scheme
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Meaning Value| Contents Remarks
MSWSYS(16) | initial wind component 0 | multiply pG'?
1 not multiply pG'2 for double nesting
MSWSYS(17) | outflow boundary condition 0 | use inner closest value
for 6
1 | Orlanski-radiation condition
2 | extrapolate for time and
space
MSWSYS(18) | cloud physics 2 | dry model
1 | Warm rain
0 | Cold rain predict Ni
—1 | Cold rain predict Ni, Ns
—2 | Cold rain predict Ni, Ns, Ng
MSWSYS(19) | turbulent closure model 0 |level 2.5 no other choice
MSWSYS(20) | basic equation —1 | anelastic, hydrostatic
0 | Anelastic (AE)
1 | Elastic (HI-VI)
2 | Elastic (HE-VI)
MSWSYS(21) | fall-out of rain 0 | Euler Scheme
1 | Box-Lagrangian Scheme
MSWSYS(22) | convection 0 | not parameterized
1 | cloud physics and convective | condensation in para-
adjustment meterization becomes
cloud water
2 | cloud physics and convective | condensation in para-
adjustment meterization becomes
- precipitation instantly
3 | convective adjustment and not predict Q¢ and Qr»
large scale condensation only
4 | large scale condensation only | not predict Q¢ and Qr
MSWSYS(23) | boundary condition for 0 | no sponge layers
pressure
1 | Rayleigh-damping in upper
layer
2 | Rayleigh-damping in upper
layer and near lateral
boundary
MSWSYS(25) | lateral boundary relaxation 0 | no boundary relaxation
for U, V, W and @
1 | boundary relaxation by
Rayleigh-damping
MSWSYS(26) | mass flux through lateral 0 | no adjustment
boundaries
1 | adjust to preservetotal mass
2 adjust following mean effective in case of

pressure of mother model

nesting
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Meaning Value| Contents Remarks
3 | adjust monitoring total mass | currently not available
MSWSYS(27) | vertical grid distance 0 | stretching according to DZL, | see sub.VRGDIS
ZDR, 171, 1Z2 in Namelist & . '
NAMGRD
1 | arbitrary setting of height of | see sub.SETVRG
scalar level
MSWSYS(28) | advection scheme 0 | second order, centered, flux
form
1 | horizontally upstream first advection scheme
order, advective form except wind component
2 | horizontally second order,
centered advective form
3 | horizontally upstream third
order advective form
4 | horizontally fourth order,
centered advective form
5 | horizontally fourth order, advection scheme
centered advective form except wind component
MSWSYS(29) | subgrid evaporation 0 | not consider
1 | consider by predicting cloud | see G-1-4
amount
MSWSYS(30) | flux correction for advection 0 | not employed
1 for U, V, W and Qv
2 |for U V, W, 6 and Qu
3 (for U V and W
3) Namelist &NAMPAR
This namelist sets basic parameters such as the time step.
Name Type | Meaning Default | remarks
ITST int start time step 1 restart when greater than 1
ITEND int end time step
ISTRMT | int time step interval of GPV out put
ITOUT int time step interval of monitoring list
ITCHK int time step interval of check
DT int time step increment (s)
DX real x-direction grid distance (m)
DY real y-direction grid distance (m)
DZ real z-direction grid distance (m) set DZR when variable grid
PTRF real base of potential temperature 300. @ in prognostic variables is the
difference from PTRF
PRESRF base of pressure for Exner function (Pa) | 100000.

— 111 —




Technical Reports the MRI, No.42 2001

4) Namelist &NAMGRD
This namelist is for setting of the variable grid distances. In case of nesting, the values must be consistent

with those of the namelist NAMGRDI in K-3.

Name Type | Meaning Default | remarks

DXL real x-direction left-most grid distance (m) DX

DXR real x-direction right-most grid distance (m) | DX

IX1 int start index for constant grid distance
(x-direction)

1X2 int start index for constant grid distance
(x-direction)

DYL real y-direction left-most grid distance (m) DY

DYR real y-direction right-most grid distance (m) | DY

IY1 int start index for constant grid distance
(y-direction)

IY2 int start index for constant grid distance
(y-direction)

DZL real grid distance at lowest level (m)

DZR real grid distance at highest level (m) DZ

171 int start index for constant grid distance 1

(z-direction)

172 int end index for constant grid distance NZ
(z-direction)

5) Namelist &NAMVAL

This namelist specifies some basic values for the boundary conditions and other model options.

Name Type | Meaning Default | remarks

RATIOI real weighting parameter at inflow boundary | 0.5-1.0 a;n in (F2-2-6)

RATIOO | real weighting parameter at outflow 0.0-1.0 Aoy 10t (F2-2-6)
boundary

RATIO2 real weighting parameter at outflow 0.0-1.0 Aoury In (F2-2-6)
boundary

RUVNI real weighting parameter at inflow boundary | 0.5-1.0 Bin in (F2-2-10)

RUVNO real weighting parameter at outflow 0.0-1.0 Boun in (F2-2-10)
boundary

RUVN2 real weighting parameter at outflow 0.0-1.0 Bouz in (F2-2-10)
boundary

FNLTR real start index for constant grid distance
(y-direction)

IDIFX int width of lateral boundary relaxation 0
sponge layers

DIFNL real coefficient for nonlinear numerical 0. my, in (G4-1)
damping

DIF2D real coefficient for 4-th order numerical 90. myp in (G4-2)
damping

ASTFC real coefficient for Asselins time filter 0.2 v in (G4-3)

STDLON | real standard longitude (2,) 140.0 see Fig. J1-3-1, 2
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Name Type | Meaning Default | remarks

STDLAT | real standard latitude (g,) 36.0 see (C1-3-2)

KZDST int start index for upper Rayleigh damping | NZ-8 zd in (F3-3) is ZRP(KZDST)
layer (z-direction)

KZDEN int end index for upper Rayleigh damping NZ
layer (z-direction)

RLDMPX | real coefficients for lateral boundary 0.0 myg in (F2-4-1)
relaxation

RLDMPZ | real coefficients for upper Rayleigh damping | 90.0 gz in (F3-2-1)
layer

RLDMPO | real coefficients for whole domain Rayleigh | 0.0
damping

PTGRDS | real sea surface potential temperature (K) 288.0

PTGRDR | real amplitude for diurnal change of ground | 0.0
potential temperature (K)

PTGRDL | real ground surface potential temperature (K) | 0.0 Deviation from PTGRDS

ITGROW | int end time step for wind grow initiation |0

UBIAS real bias for « (m/s) 0.0

VBIAS real bias for v (m/s) 0.0

ITSST int start time step of elastic equation 0

EOVER real coefficient for implicit treatment for 0.5 a in (C3-1-6)
HI-VI

6) Namelist &NAMNST
This namelist specifies some basic values for nesting.

Name Type | Meaning Default | remarks

KTSTO int start time of nesting file 0

KTENO int end time of nesting file 24

KTDTO int interval of nesting file 3

DTRATIO | real unit of nesting file (s) 3600.

ALPHA real ratio of weighting parameter at 0.5 a1/ a, in (E2-3-7)
variational calculus

ITRMX int maximum iteration number for 20000
successive over relaxation in variational
calculus

RLXCON | real Minimum to stop the iteration 1.0E-4

OVERLX | real coefficients in over relaxation 1.8

7) Namelist &NAMRAD

This namelist specifies time interval of radiation calculation.

Name

Type

Meaning

Default

remarks

DTRADS

real

time interval of radiation calculation (s)

300.
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8) Namelist &NAMPTG

This namelist specifies some basic values for calculation of ground temperature when the model is not

nested.
Name Type | Meaning Default | remarks
DAY( real day at it=0
GTIMEQ real time at it=0 (UTC) 24
ALBEDL | real ground albedo 0.2
ALBEDS | real sea albedo 0.6 not used currently
WETL real ground wetness 0.1
WETS real sea surface wetness 1.0

9) Vertical profile

In the stand-alone run (K-4-1), a horizontally uniform atmosphere is used for initial and boundary conditions.
A vertical profile is given by lines of numbers that specify « (m/s), v (m/s),  (K), RH (relative humidity ; %, or
mixing ratio ; g/Kg), Q. (g/Kg) and Q, (g/Kg) at the denoted altitudes from ground level z (m). The value at each
model grid point is determined by linear interpolation. When MSWSYS(27)=1 is given in the namelist &
NAMMSW, the model plane height is set by z in the prameter card.

10) Namelist &NAMKDD
This namelist specifies the kind of data stored in the model output file (J-3-1 or J -3-2). Details of data kind

of each number are given by comment lines at the bottom of the parameter card.

K-5. Visualization

Several tools for visualizing simulation results are provided. Since these are written in Fortran language,
they can be used with any workstation or personal computer employing Unix OS. The figures are output as a
postscript file, which can be seen on a display by using the ‘gs’ Unix command. Tools producing a postscript file

are also written in Fortran language and are described in Kato (2001).

K-5-1 Plot job (1)

The Unix shell for plot utility (1) is in ../shl**/#p**. This job is based on the plot utility described in Chapter
E in Tkawa and Saito (1991), but multiple figures can be depicted by a postscript file in one page with shade
patterns. The following is an example of the shell script (sh1997/#plmw3232) for plotting mountain waves of

model size (32,32,32).

# plmw3232 excecute plot job, and make ps.file

echo "# /*———-—- Compilie Started ~———- ’

cd srcplt

echo ' PARAMETER (LX=32, LY=32, LZ=32)'>psize.h
rm PLOTMAIN.o a.out

make

cd ../shi997

#echo ‘#/*-—-——- PLOT STARTED —-- ’
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rm fort.*

In -s ../card/PDLMWV32 fort.31

In -s ../@data/org.bell32an fort.50

In -s ../@data/strmts2.Imwv.file1 fort.62
In -s ../data/PSDATA fort.99
../sreplt/a.out<../card/LMWV32HI

mv fort.60 ../@data/Imwv32.ps

rm fort.*

The plot parameter card card/PDLMWV32 is as follows:

4 DEVISE(2--XY 4--GLASER)
20000 24000 130 156 2 CANVAS

60
11 DATA KIND W (12)

10 INTVAL 1 CM/S (0.1*1b)
216 1 32 1 31 10 90 1 (11,13,X,715)
@

5

90
11 DATA KIND W

10 INTVAL 1 CM/S
2 16 1 32 1 31 10 50 1 (11,13,X,715)
@

b

120
11 DATA KIND W

10 INTVAL 1 CM/S
2 16 1 32 1 31 10 10 1 (11,13,X,715)
@

4
11 DATA KIND W

10 INTVAL 1 CM/S
1 7 1 32 1 32 55 10 1 (11,13,X,715)
@

1
1 9 1 32 1 32 55 50 1
@
1
112 1 32 1 32 55 90 1
@
9

The above parameters are basically similar to E-4 in Ikawa and Saito (1991), but “change parameter” after the

@ mark is modified as follows:

CHANGE THE POSITION OF CROSS SECTION
CHANGE KIND OF DAT AS IN SMALL ITEM

. CHANGE COMPUTER TIME STEP

. SAME AS IN 2, BUT VSTERM IS NOT CALLED
. SAME AS IN 3, BUT VSTERM IS NOT CALLED
. SAME AS IN 2, BUT DEPICT SHADE PATTERN
. SAME AS IN 3, BUT DEPICT SHADE PATTERN

N o U s W N
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8. SAME AS IN 4, BUT DEPICT SHADE PATTERN
9. END OF PLOT

The postscript file made in @data/lmwv32.ps (fort.60) is shown in Fig. K5-1-1. The UNIX shell script and
relevant input card for a nesting run with RSM are in shl997/#prsm10238 and card/PD10238, respectively, and
the result is shown in Fig. K5-1-2

W 1 oMs AY 2= 244 KM 6 MN
18.02 Vy . 1 ,' cM's - Xz . Y= 29400‘ KM wymm 60. — —
- S B =
12.52 j /—‘ 40. :__ _:
C ] 0. —
8.02 — — |- —
C N 0 —
452 — C ]
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2.02 — —] C ]
8% E- = o E e -
0.0 60.0 0.0 20.0- 40.0 60.0
W I* M XY Z= 130 KM 60 MIN
18.02 VlV . Ltows Xz e B0 KM 45 M 60. :l. T T j T "j
I ] . =
1252 — - 40. . .
: ] 0. | -
8.02  |— — - —
o ] 0. | -
452 —] C ]
- 3 0 —
202 — - = 3
635 E . = . =3 o . ‘ . -
0.0 20.0 40.0 60.0 0.0 20.0 40.0 60.0
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{ AN 7 = N
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» ] 20, -
452 ] - ]
- 3 0. = 7
2.02 — —: e 7
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0.0 20.0 40.0 60.0 0.0 20.0 40.0 60.0

Fig. K5-1-1 Linear mountain waves simulated by the sample script described in K-4-1.
Left : Vertical section of w through mountain top at #=30, 45, 60 min.
Right : Horizontal cross-section of w at =60 min at z=2.44, 1.30, 0.74 km.
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180 MIN

PRC. RAIN 10 * 1Xx GM2 XY 2= 006 KM 180 MIN

PRC. RAIN 10 * 1K GM2 XY Z= 006 KM 360 MN
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Fig. K5-1-2 NHM forecast (surface pressure and three hour precipitation) at 1200 UTC and 1500 UTC
1999 Jun 25 corresponding to Fig. K3-1-2.

K-5-2. Plot job (2)
The plot job introduced in this subsection is valid for a model output file compressed by using integer*2 (see

J-3-2).

(a) Horizontal fields

The horizontal field on the terrain-following coordinate can be drawn by using shlplt2/cd**.sh. The results
are output as a postscript file in @data/cd.**.dx10.ps (fort.60). The following shell (shlplt2/cd102.dx10.sh) is an
example of the simulation with model size (102,102,38). For different model sizes, replace the numbers in
parameters in cNUM.f with those for the expected model size. The model output file is linked to fort.62. When
the output file produced in the restart run is used, it is linked to fort.63. The output file for the next restart run

is then linked to fort.64. An example shell is shown in Fig. K5-2-1.

# 1/bin/csh

setenv DATE y9906.d2500
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cd srcplt2
echo’ PARAMETER(NX=102, NY=102, NZ=38, NXC=NX, NYC=NY)">cd_dim.h
f90 cdmain.f cdraws.f cutility.f ../srcplt/plotpswk.o -0 cd.out

cd ../shlplt2

rm fort.62

In -s ../@data/rsm102dx10.$DATE fort.62
./srcplt2/cd.out < <EOF

0 0 0 1.0 -1 25 4 /
MDRAIN,MDMAX,MDBAR,CDLTLN,MDUV,CUV, ISP
1 0 0 0 /

MDCOL(0:SHADE, 1:COLOR),MDMES,MDLINE,MDWHITE
005 04 005 0.2 / XB1,YB1,XB2,YB2(POSITION OF BAR)
540 1080 540 1 6 C / ITSTITEN,ITD,NIT1,NRP,CRGB

2 3 0 1 325 0 / NDX,NDY,IPST,IPDT,STLAT,NELASTIC
1102 1 102 2 RAIN 10.0 0.0 10.0 / IST,IEN,JST,JEN,KEN,MSYS,CD
1102 1 102 5 RH 2.0 30.0 100.0 / IST,IEN,JST,JEN,KEN,MSYS,CD
1102 1 102 18 RH 2.0 30.0 100.0 / IST,IEN,JST,JEN,KEN,MSYS,CD
1102 1 102 2 SLP 0.2 1008.0 1011.0 / IST,IEN,JST,JEN,KEN,MSYS,CD
1102 1 102 5 PTE 1.0 325.0 350.0 / IST,IEN,JST,JEN,KEN,MSYS,CD
1102 1 102 18 PTE 1.0 325.0 350.0 / IST,IEN,JST,JEN,KEN,MSYS,CD
EOF
mv fort.60 ../@data/cd.$DATE.dx10.ps
rm fort.*
Name Type Meaning
MDRAIN INT 0
MDMAX INT 1: drawing maximum value
0 : not drawing
MDBAR INT 0
CDLTLN REAL Interval degree of drawing latitude and longitude
, 0.0 : not drawing
MDUV INT Vertical level of plotting wind vectors
0 : not drawing
-1: same level of drawing field.
cuv REAL Amplitude (m s7') of wind vectors for a horizontal grid
ISP INT Grid interval of plotting wind vectors
MDCOL INT 0
MDMES INT 1: plotting grid marks at every boundaries
0 : plotting the horizontal scale
MDLINE INT 0
MDWHITE INT 0 : using black color for drawing coastal lines, wind vectors, etc
v 1: using white color
MDNANAME REAL 0.0
X0,Y0,XM,YM | REAL Left-bottom position, width and height for NDX=NDY =1
ITST INT Starting time step for drawing
0 must be set for time step=1
ITEN INT Ending time step for drawing
ITD INT Interval of time step for drawing
NIT1 INT 1: not changing the page for drawing the other field

0 : changing the page
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Name Type Meaning
NRP INT Numbers of drawing field
CRGB CHAR A : painting field with optional values and color or hatch pattern
(Refer the following remark]l)
B : painting field with gray scale
C: coloring field automatically
N : plotting contours
NDX INT Dividing numbers of panel in a x-direction
NDY INT Dividing numbers of panel in a y-direction
IPST INT 0
IPDT INT 1
STLAT REAL Standard latitude
NELASTIC INT 0: Using map factors
1: Not using map factors
IST INT Left position for drawing field
IEN INT Right position for drawing field
JST INT Bottom position for drawing field
JEN INT Top position for drawing field
KEN INT Vertical level for drawing field
MSYS CHAR Kind of drawing field (Refer to remark 2 below.)
CD REAL Contour interval for CRGB=‘N’
Divided interval value for CRGB=B’,'C’
Default for CRGB="‘A’
Amplitude (m s~!) of wind vectors for a horizontal grid for MSYS=UV’
CDST REAL Starting value for painting field
Default for CRGB="A",'N"
CDEN REAL Ending value for painting field
Default for CRGB="A’, ‘N’

Remark 1. When CRGB is set to ‘A’, on the next line of ‘IST,IEN,----’, color and/or hatch index and boundary

values must be inserted as follows.

N Il' B1 12 BZ - IN BN IN+1)

where N is the number of boundary values, I; color and/or hatch indexes, and B, boundary values. Here

By > By-1>--—->B; must be satisfied. Color and hatch indexes are presented in Kato (2000).

Remark 2. The kinds of drawing fields are shown below. Predicted values must be output by selecting the

. parameter card file KDD (see I-3).

MSYS | KIND MSYS | KIND

PT Potential temperature (KX) T | Temperature cC)

PTE Equivalent PT (K) PTGRD | Ground PT (K)

RADPT | PT time change due to atmospheric U x-directional wind (m s7%)
radiation (K s7) :

vV y-directional wind (m s71) W Vertical wind (¢m s71)

VEL Horizontal wind speed (m s7*) VOL Horizontal vorticity (107* s7%)

— 119 —



Technical Reports the MRI, No.42 2001

MSYS | KIND MSYS | KIND
SLP Sea-level pressure (hPa) uv Horizontal wind vectors
DP Pressure disturbance from the basic state || P Pressure (hFa)

(Pa)
ETURB | Turbulence energy (J) QC Mixing ratio of cloud water (g kg™%)
QR Mixing ratio of rainwater (0.1 g kg~1) QCI Mixing ratio of cloud ice (0.1 g Ag™")
QH Mixing ratio of graupel (0.1 g Ag™) QS Mixing ratio of snow (0.1 g kg™!)
RH Relative humidity (94) RAIN Rainfall intensity (mm h!)
PREC Precipitation intensity (mm A1) SNOW | Snowfall intensity (mm h™')
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INITIAL :1999.06.25.09UTC

Rain mm/3hours SRour, Omin

5.2100J8T)

Rh %(z*= 0.23km) Shour, Jmin

T
1 10 20 30 40 50 —>20.0m/s 30 40 50 60 70 80 90 i00 —>20.0m/s

GQOUT Oml%J h %(Z 4 26km) » Shour 0“’\
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i fAx
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Rh %(z*= 0.23km) e dmin Rh %(z*= 4.26km) ehour Omin

30 40 50 60 70 80 90 100 —>20.0m/s 30 40 50. 60 70 80 90 100 —>20.0m/s

Fig. K5-2-1 NHM forecast (three hour precipitation and Relative humidity) at 1200 UC and 1500 UTC
1999 Jun 25 corresponding to Fig. K5-1-2.
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(b) Vertical fields

The vertical field can be drawn by using the unix shell shlplt2/vd**.sh. The results are output as a postscript

file in @data/vd.**.ps (fort.60). The following shell is an example (shiplt2/vd102.dx10.sh) of the simulation with

model size (102,102,38). For a different model size, replace the numbers in the parameters in v$NUM.f with those

for the expected model size. The model output file is linked to fort.62. When the output file produced in the

restart run is used, it is linked to fort.63. The output file for the next restart rtn is then linked to fort.64. An

example shell is shown in Fig. K5-2-2.

#1/bin/csh
setenv DATE y9906.d2500

cd srcplt2

echo ’ PARAMETER(MX=102, MY=102, MZ=38, NXC=MX, NYC=MY)'>vd_dim.h
echo ’ PARAMETER(NX=102, NY=102, NZ=38)’'> >vd_dim.h

f90 vdmain.f vdraws.f vutility.f ../srcplt/plotpswk.o -0 vd.out

cd ../shiplt2
rm fort.62
In -s ../@data/rsm102dx10.$DATE fort.62
./srcplt2/vd.out < <EOF
1 0 1 5.0 / MDVLMDMAXMDUV,CDUV
540 1080 540 1 2 C / ITST,ITEN,ITD,NIT1,NRP,CRGB
2 2 0 1 32.5 0 / NDXNDY,IPST,IPDT,STLAT,NELSTIC

72 81 100 20 27 RH 5.0 30.0 100.0 / IST,IEN,JST,JEN,KEN,MSYS,CD

72 81 100 20 27 PTE 2.0 330.0 350.0 / IST,IEN,JST,JEN,KEN,MSYS,CD
/*
//* MDVL=1: DRAWING VALUES OF CONTOUR, MDMAX=1 : DRAWING THE MAXIMUM VALUE
//* MDUV : LEVEL OF UVPLOT, CUV: CONTOUR INTERVAL OF UVPLOT
//* MDUV=1:DRAWING UVW, >1:DRAWING UV WITH INTERVAL OF MDUV GRIDS
//* CDUV: ARROW STANDARD(MDUV=1) OR CONTOUR INTERVAL OF VEL(MDUV>1)
EOF
mv fort.60 ../@data/vd.$DATE.dx10.ps

rm fort.*

Name Type Meaning

MDVL INT 1: drawing contour values
0 : not drawing

MDMAX INT 1: drawing maximum value
0 : not drawing

MDUV INT 1: plotting wind vectors on the cross section
>1: plotting horizontal arrows every MDUV grids
0 : not drawing

CDhUuvVv REAL Amplitude (m s7!) of wind vectors for a horizontal grid for MDUV >1

ITST INT Starting time step for drawing
0 must be set for time step=1

ITEN INT Ending time step for drawing

ITD INT Interval of time step for drawing

NIT1 INT 1: not changing the page for drawing the other field
0 : changing the page
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Name Type Meaning
NRP INT Numbers of drawing field
CRGB CHAR A painting field with optional values and color or hatch pattern

(Refer the following remark]1)

B : painting field with gray scale
C: coloring field automatically
N : plotting contours

NDX INT. Dividing numbers of panel in a x-direction
NDY INT Dividing numbers of panel in a y-direction
IPST INT 0 ’
IPDT INT 1
STLAT REAL Standard latitude
NELASTIC INT A 0 : using map factors

1: not using map factors
IST INT Left position in a x-direction for drawing field IST<IEN)
IEN INT Right position in a x-direction for drawing field
JST INT Left position in a y-direction for drawing field
JEN INT Right position in a y-direction for drawing field
KEN INT Vertical top level for drawing field
MSYS CHAR Kind of drawing field (Refer the following remark?2)
CD REAL Contour interval for CRGB=‘N’

Divided interval value for CRGB=‘B’,'C’

Default for CRGB="‘A’

Amplitude (# s') of wind vectors for a horizontal grid for
MSYS=UW’ VW’ UVW’

CDST REAL Starting value for painting field
Default for CRGB="‘A’, ‘N’
CDEN REAL Ending value for painting field

Default for CRGB="A’, ‘N’

Remark 1) Refer the remarkl in K5.2(a).

Remark 2) Kinds of drawing field are shown as follows. Predicted values must be output by selecting the

parameter card file KDD (see, I-3).

MSYS | KIND MSYS | KIND

PT Potential temperature (K) T Temperature (C°)

PTE Equivalent PT (K) U x-directional wind (m s~%)

A% y-directional wind (m s7?) W Veritical wind (¢cm s71)

UW Wind vectors in x- and z-direction VW Wind vectors in y- and z-direction

uvw Wind vectors on the cross section uv Horizontal wind arrow

VEL Horizontal wind speed (m s7?) TE Turbulence energy (/)

DP Pressure disturbance from the basic state | QC Mixing ratio of cloud water (g kg™
(hPa)

QR Mixing ratio of rainwater (0.1 g kg™Y) QCI Mixing ratio of cloud ice (0.1 g kg™%)

QH Mixing ratio of graupel (0.1 g &g™%) QS Mixing ratio of snow (0.1 g kg~')

RH Relative humidity (%) STB Brunt-Vaisala frequency (0.01 s=%)
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PTE K(720,1000- 810, 200km)  3hQur Omin

Rh %( 720,1000- 810, 200km)  3h4r, Omin

1.0mB
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Fig. K5-2-2 Vertical profile of NHM forecast (relative humidity and equivalent potential temperature) at 1200 UC
and 1500 UTC 1999 Jun 21.
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L. Remarks on developments underway
L-1. Code parallelization

Code parallelization of the model to handle the distributed memory parallel computers has begun, in
collaboration with the Numerical Prediction Division of JMA and the Research Organization for Information
Science and Technology (RIST ; http:/www.tokyo.rist.or.jp/). This program is related to the “Earth Simulator
Project”, planned by the Science and Technology Agency of J apan and is being conducted by the Earth Simulator
Research and Development Center (ESRDC ; http://www.gaia.jaeri.go.jp/). A ultra parallel computer with vector
processors will be constructed for this project, and will theoretically attain 40 TFLOPS in FY2001. The purpose
of the project is to clarify and predict the global climate changes, reproducing a “virtual earth” in the ultra
computer. One of the targets is establishment of “1 km meteorology” using cloud-resolving simulations for a
several-thousand kilometer square area. A prototype parallel version of MRI/NPD-NHM was developed for this
purpose (Saito ef al., 1999 ; 2000) and its expansion, “JMA-NHM,” has been under development (Muroi et al.,
2000 ; see L-2). An MPI (Message Passing Interface) is employed for the communications library.

An elliptic pressure tendency equation (D3-1-1) exists in an HI-VI scheme, and is solved by the dimension
reduction method in MRI/NPD-NHM, as described in D-3. However, a simple application of the direct method
to the distributed memory parallel environment requires the “all to all” communication between the parallel
nodes. To avoid this problem, we divide the model domain in the y-direction, and employ a pre-process just
before the Fourier transform (operation of inverse matrix of D3-3-2) in the y-direction, where the matrix of the
finite discretization form of the pressure equation is re-arranged.

Figure L-1-2 shows the vertically accumulated water content at 1000 JST, 22 J anuary 1997, simulated by the
parallelized nonhydrostatic model (HI-VI version of JMA-NHM). The case is the same as in H-4-2, but the
nonhydrostatic model is nested with the 9 hour forecast of RSM, the initial time for which is 2100 JST, 21
January 1997. Four nodes of the HITAC SR8000 of MRI were employed as a test case in this simulation, wherein
the model domain was enlarged to (2160 km)? but the horizontal resolution and the number of the vertical levels
were were reduced to 3 km and 20 levels, respectively. The cloud microphysics were simplified to the warm rain
process. We used a Mercator map projection with a standard latitude of 36 degrees north, and the computed
LWP was remapped to the “longitude-latitude grid” for visualization to compare with the visible satellite image

of the day (Fig. L-1-1).
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Fig. L-1-2  Accumulated water content of 0100 UTC 1997 JAN 22 simulated by the parallelized
nonhydrostatic model. Contours of 0.05, 0.2, 0.5 and 1.0 Kgm™ are depicted. Areas above
0.2 Kgm™ are shaded. After Saito et al. (2001b).
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L-2. Development for an operational NWP model at JMA

The rapid increase of computer power in recent decades will makes it possible to operate a nonhydrostatic
model for numerical weather prediction (NWP); and many operational centers are presently developing their
nonhydrostatic models. A joint program with the Numerical Prediction Division (NPD) of JMA has been
underway since February 1999 (Muroi ef al, 1999 ; 2000). A One goal of this program is to develop a unified
nonhydrostatic model (MRI/NPD-NHM) for both for research and operational purposes.

A hydrostatic regional spectral model (RSM) is operated at JMA to support short-range forecasts. The
horizontal resolution of the model is about 20 km. In 2001, JMA has started operation of a 10 km mesh regional
model for to preventing natural disasters ; however, though it is still a hydrostatic model. Demands for more
accurate weather information is still increaseing. Improvement of the precipitation amount forecast is one of the
biggest primary targets of mesoscale predictions over Japan. Current existing operational model doesn’t predict
severe rainfall well. Nonhydrostatic models with microphysical processes are highly recommended for a
higher-resolution NWP model.

NPD previously developed its a nonhydrostatic model previously (Muroi, 1998 ; 1999a). But MRI and NPD
consent an agreement to develop a unified nonhydrostatic model in February 1999, and started a joint program
for the development of a next-generation numerical prediction model.

The major primary mission of this project is to optimize the source code and revise the physical processes
and pre-post procedures, which will to be suitable for an operational suite. Implementation of an HE-VI scheme
is one of the major issues of in this project. In MRI-NHM, semi-implicit (HI-VI) time integration is originally
applied. But the HE-VI scheme would be suitable for a higher and wider resolution model on the a distributed
memory parallel méchine. Theoretically, a semi-implicit scheme requires all-to-all communication in each time
step. A split-explicit scheme, however, needs communications only with the neighbors of each node. So it is
worthwhile to try a split-explicit scheme on a parallel machine. The detailed specification of the scheme is
described in C-3-2.

We conducted a test to examine the efficiency of the HE-VI scheme on HITAC SR2201. The grid numbers
of this test is 114X 114X 38, and the horizontal resolution is 10 km, and the forecast period is 12 hours. The
elapsed times of simulation in the base HE-VI and HI-VI cases are

HE-VI scheme : 260 minutes,

HI-VI scheme : 420 minutes,
when 4 processors are used. All other processes, except for the time integration methods, are the same and the
cloud microphysics were simplified to the warm rain process. This result indicates that thé HE-VI scheme is
suitable for a parallel machine.

Development of a data assimilation system, the initialization procedure, and the economic microphysical
processes would be other issues of in this project.

A standard coding rule will be required to establish fruitful collaboration between many researchers to
develop a unified model. A prototype of this programming rule has been built and refinement of all the source

code of the unified model according to this rule will be conducted.
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L-3. A spherical coordinate version for a global nonhydrostatic model.

Development of a spherical, curvilinear orthogonal coordinate version of MRI/NPD-NHM is underway. In
the new model, we introduce two map factors, », and m,, along the x- and y- (longitudinal and latitudinal)
directions instead of the single map factor m in the conformal projection. The curvature terms (C1-3-15) and

{C1-3-16) become

- o Ay_ o 1y _uw » o
Crvwmlmzv{vax(m) ay(m . (L-3-1)

_ o1y _ o/ 1y a_
Crvz—mlmzu{vax(mz) May(ml)} 2 (L-3-2)

In a longitude-latitude grid, if we take

_ 1 _1 e
" cos T 0 (L-3-3)
w=a COSgo%, v=a%,‘t2, . (L-3-4)

basic equations (C1-3-9)-(C1-3-11) are reduced to the following conventional momentum equations in spherical

coordinates.

glﬂ_uvtang_l_w_}_l op

dt a a ' p acos @od
=2Qv sin ¢ —2Qw cos ¢ + DIF.u, (L-3-5)
2
dy wtang ow, 1 3 _ 94,60 o+ DIFY, (L-3-6)
dt a a p ade

dw w+v: 1 8p, ' o
7 P o oz +g=2Qu cos ¢ + DIF.w, L-3-7

In the new model, we use the Cylindrical Equidistant projection,

_CoS @y  _ o
"= os go,mz—l, (L-3-8)

whose map factors become unity at the standard latitude ¢,, and the basic equations are rewritten into the flux
form in terrain-following coordinates.

Figure L-3-2 shows an example of 18- and 36-hour forecasts of the sea-level pressure predicted by the new
model nested with the global analysis data of JMA (GNANL ; 1.25X1.25 degrees, pressure plain, 17 levels). The
horizontal resolution of the nonhydrostatic model is 1.45x1.45 degrees. Vertically, 38 layers are employed, and
vertical resolution at the lowest level is 40 m, where the horizontal wind is computed at 20 m level above the
ground surface. The domain covers from 80 degrees north to 80 degrees south and from 5 degrees east to 7
degrees west, which corresponds to about 95% of the global surface. For simplicity, a dry model is used, and the
lowest level temperature in GANAL is used for the initial value of the ground and sea-surface temperatures. The
surface pressure pattern of the model generally follows the global analysis well at the corresponding valid times

(figures not shown).
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0.02 KM 1080 MIN

Fig. L-3-2 Sea-level pressure at =18 and 36 hours predicted by the nonhydrostatic model. Contour interval is
4 hPa. Model initial time is 2400 UTC 1 March 1999. After Saito (2001).
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