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Abstract

A new version of a global coupled atmosphere-ocean general circulation model (MRI-CGCM2) has been developed at the Meteorological Research Institute (MRI). The model can be used to explore climate change associated with anthropogenic forcings. We aimed to reduce the drawbacks of the former version of the model (MRI-CGCM1, Tokioka et al., 1996) and achieve a more realistic climatic mean and variability to predict climate changes with greater accuracy.

In a preliminary analysis of the control run, the model showed generally good performance in reproducing the mean climate (including seasonal variation) in representative aspects; surface air temperature, precipitation, snow and sea ice distribution, and ocean structure and circulation. The model is capable of making a stable integration longer than 200 years. The sea ice distribution is much improved and is close to the observed extent and thickness. The model simulates realistic strength of meridional overturning in the Atlantic Ocean that MRI-CGCM1 failed to simulate. The model realistically simulates variabilities such as Arctic Oscillation (AO) and ENSO.

Temporal variation of the sea surface temperature (SST) anomaly in the NINO3 region (150°W to 90°W, 4°S to 4°N) shows a large positive value (max. +4°C) with several years interval. The SST anomaly pattern is similar to the observed El Niño with a strong positive anomaly in the central-eastern equatorial Pacific. The model still has some biases at present. The surface air temperature in winter at high latitude has a warm bias due to weaker stability in the boundary layer. The surface temperature over land in summer also shows a warm bias associated with a problem concerning the hydrological process.

1. Introduction

The new version of the global coupled atmosphere-ocean general circulation model (MRI-CGCM2), developed at the Meteorological Research Institute (MRI), is intended to enable examination of transient future climate changes associated with anthropogenic forcings such as the increase of greenhouse gases and sulfate aerosols. It is important for a climate model to be able to reproduce the present climate system realistically, including individual physical process components and interactions between them. For simulating the transient response of the climate system to specific influences, such as the IPCC scenario of an increase in greenhouse gases and aerosols, it is necessary for the model to simulate adequately not only the mean climate but also its variability.

At MRI, a series of experiments on global warming prediction was performed with a former climate model (MRI-CGCM1, Tokioka et al., 1996). The model simulated an increase in global mean surface air temperature of 1.6°C in 70 years in the experiment with atmospheric CO2 increasing by 1% per year compound. The result was comparable with an average of results from other institutes (IPCC, 1996). The MRI-CGCM1 showed fairly good performance in reproducing interannual and interdecadal variability in the Pacific (Yukimoto et al., 1996). The magnitude of the equatorial SST anomaly was comparable to that in the observed El Niño and Southern Oscillation (ENSO). The model simulated realistic atmosphere-ocean interactions such as the westerly wind anomaly in the west-central equatorial Pacific in a warm phase, the eastward propagation of downwelling Kelvin waves, the equatorial thermocline deeper in the eastern and shallower in the western Pacific, and the westward propagation of Rossby waves off the equator. Moreover, MRI-CGCM1 simulated the interdecadal variability in the Pacific, which is similar to the observed decadal climate shift in the Pacific in 1976/77 (e.g., Nitta and Yamada, 1989), and showed realistic spatial and temporal structure of the variability in the Pacific throughout interannual to interdecadal time scales (Yukimoto et al., 2000). MRI-CGCM1 performed well in simulating the Asian summer monsoon as well as ENSO. The ENSO-monsoon relationship in the interannual variability is consistent with observation, where a good monsoon is associated with La Niña (Kitoh et al., 1999).
Using this strength, changes in the Asian summer monsoon in the global warming experiment were investigated (Kitoh et al., 1997).

Although the MRI-CGCM1 showed a fairly good performance in many aspects, it had several serious drawbacks. Firstly, the model showed a large climatological drift, which made it difficult to run beyond 150 years. Secondly, the thermohaline circulation in the Atlantic Ocean was not present in the model. Associated with this defect, there was no simulation of an increase minimum of surface temperature in the North Atlantic with the CO_2 increase experiment, while an increase minimum is seen in results from many other models. The third problem was poor representation of sea ice. For the Norwegian Sea, the model simulated unrealistic sea ice cover that is not observed, resulting in a spurious large temperature increase by melting in the CO_2 increase experiment. The Antarctic sea ice showed a trend of gradual decrease even in the control run, which caused difficulties in interpreting the Antarctic sea ice change in the warmer climate with the model experiment. The fourth problem was associated with the ENSO simulation, in which MRI-CGCM1 showed the equatorial SST anomaly maximum west of the date line. This location is further westward than observed.

In developing MRI-CGCM2, we aimed at eliminating the above drawbacks and achieving a better performance in reproducing the mean climate and the climate variability than MRI-CGCM1.

This paper is organized as follows: Section 2 describes the model and experimental design for the control run. Section 3 describes the model climatology of the control run. A preliminary analysis of the climate variability in the control run is presented in section 4. The summary and discussion are presented in section 5.

2. Modeling and Experiment Design

The model consists of an atmospheric general circulation model (AGCM) coupled with an oceanic general circulation model (OGCM). The AGCM includes a land process model and the OGCM includes a sea ice model. The differences between MRI-CGCM1 and MRI-CGCM2 are summarized in Table 1.
level-2 turbulence closure scheme based on Mellor and Yamada (1974), orographic gravity wave drag scheme developed by Iwasaki et al. (1989) and Rayleigh friction as a non-orographic gravity wave drag are used.

2.2 Land Hydrology

Parameterization for ground hydrology of MRI-CGCM2 is based on the Simple Biosphere (SiB) model (Sellers et al., 1986; Sato et al., 1989) that treats effects of vegetation. No vegetation scheme was included in MRI-CGCM1. The model has three soil layers with a different field capacity for each vegetation type, where temperature, liquid water and frozen water in the soil layers are predicted. The scheme is improved from the older version to strictly preserve the budget of heat and water in the phase transition (melting and freezing) of soil water. This is an important matter for evaluating changes of snow cover and permafrost in global warming.

Runoff from the soil layers (surface runoff plus underground runoff) is transferred to either a river mouth grid or an inland waters grid through river routings specified by the terrain. In the present version, the flow rate parameter is set to move all the water storage in a grid box to the next downstream grid in one time-step. Therefore, practically, all the runoff is discharged immediately (within one day at most) at the river mouth. When accumulated snow over the ice-sheets of Antarctica and Greenland exceeded 10m of water-equivalent depth, the excess water is treated as runoff and discharged immediately to the ocean in the same manner as river runoff.

Inland waters are treated as terminal grid box(es) with a drainage basin unconnected to any ocean. The Caspian Sea, the Aral Sea, Lake Balkhash, Lake Chad and Lake Eyre (Australia) come under inland waters in the model. Fractional coverage of inland water in a grid box is considered. Storage of inland water changes by a balance between river discharge and precipitation and evaporation over the water area. Water temperature is predicted by the heat budget at the water surface, assuming a 50m-thick slab (independent of water storage).

2.3 Ocean Model

The oceanic component of the model is a Bryan-Cox type ocean general circulation model (OGCM) with a global domain, and its basic dynamic configuration is the same as in MRI-CGCM1. The horizontal grid spacing is 2.5 degrees in longitude and 2 degrees in latitude poleward of 12 degrees in both hemispheres. Near the equator, between 4°S and 4°N, the meridional grid spacing is set 0.5 degrees in order to provide good resolution of equatorial oceanic waves. The grid spacing gradually increases from 0.5 degrees to 2 degrees for latitudes of 4 to 12 degrees. The vertical level spacing is given in Table 2. The uppermost layer has 5.2 m thickness and the deepest bottom is set to 5000 m. There are two more levels for the upper thermocline than in MRI-CGCM1, aiming at a better representation of oceanic waves that play an important role in decadal to interdecadal climate variability.

The Denmark Strait is made slightly deeper and broader than the real topography to represent sub-grid scale overflow of waters formed in the Nordic Seas. This modification contributes somewhat to the improvement of thermohaline circulation in the North Atlantic, which will be shown later.

Parameterized sub-grid mixing processes using viscosities and diffusivities are specified as follows: the horizontal viscosity coefficient is $1.6 \times 10^5$ m$^2$s$^{-1}$ and the vertical viscosity coefficient is $1 \times 10^{-4}$ m$^2$s$^{-1}$. A new feature of the OGCM is the introduction of eddy mixing parameterization based on Gent and McWilliams (1990). Its isopycnal mixing coefficient is $2 \times 10^3$ m$^2$s$^{-1}$ and diapycnal mixing coefficient is $1 \times 10^{-5}$ m$^2$s$^{-1}$. The horizontal and vertical diffusivity coefficients of MRI-CGCM1were 2.5 times and five times larger than the isopycnal and diapycnal coefficients of MRI-CGCM2. With these diffusivity coefficients, the temperature gradient across the oceanic fronts becomes sharper, leading to stronger oceanic circulations and meridional overturnings than in MRI-CGCM1. To simulate the surface mixed layer, vertical turbulence viscosity and diffusivity following Mellor and Yamada (1974, 1982) and Mellor and Durbin (1975) are modeled in addition to isopycnal mixing. When vertical stratification becomes unstable, a convective adjustment is applied by mixing the whole
vertical column. Solar radiation penetrating seawater is absorbed with an e-folding of 10m-depth, heating the surface seawater to several dozen meters.

2.4 Sea Ice Model

The sea ice model is basically the same as in MRI-CGCM1, that is, similar to the model by Mellor and Kantha (1989). Compactness and thickness are predicted based on thermodynamics and advection. The freezing (melting) rate of sea ice is calculated with balances of heat and freshwater at the sea ice bottom, the open sea surface and within seawater (creation of frazil ice).

Compactness is calculated using empirical constants (these are tuning parameters). The sea ice is advected by the surface ocean current multiplied by an empirical constant (set to 1/3 at present). Compactness is also advected by the surface ocean current, though it is limited to a maximum value of 0.997 in the Northern Hemisphere (NH) and to 0.98 in the Southern Hemisphere (SH). If the sea ice becomes very thick, gaps in sea ice (leads) are difficult to be filled by freezing at the sea surface, which results in the unlimited increase of sea ice by freezing at leads. In order to avoid this problem, we set compactness to the maximum values quoted above for sea ice thicker than 3 m for the NH and 1 m for the SH.

2.5 Coupling Scheme

The atmosphere and the ocean interact with each other by exchanging fluxes of heat, freshwater and momentum at the sea surface. The contents of the fluxes are sensible and latent heat fluxes, and net short-wave and long-wave radiation, precipitation and evaporation, river discharge and meltwater from snow and ice over sea ice, and zonal and meridional components of the surface wind stress. The fluxes are exchanged every 24 hours in the model. The AGCM (including land model) is time integrated for 24 hours and outputs averaged fluxes at the sea surface. The fluxes are transferred to the OGCM grid, with budgets maintained. The OGCM (including sea ice model) is then time integrated for 24 hours, and outputs the resulting SST and sea ice compactness and thickness for updating the lower boundary for the AGCM. These procedures are repeated.

Since the grid boundary of the AGCM does not match that of the OGCM, the AGCM calculates fluxes independently for three surface conditions (land, sea and sea ice), considering fractional coverage in a single grid box. The AGCM treats averaged flux with area weighting as a flux at the atmosphere bottom. In this coupling process, heat and freshwater are transferred, preserving rigorous budgets.

2.6 Spin-up and Flux Adjustment

Arriving at a quasi-equilibrium state of coupled atmosphere and ocean as an initial condition for experiments with a coupled model is a difficult and important problem. The time scale of the ocean response to forcing ranges from several years to several decades even for the upper ocean, (depending, for example, on the latitudes of the variation), and more than a thousand years for the deep ocean. Therefore, the coupled model generally needs long-term spin-up, though it depends on the objective time scale of the experiment. We made a spin-up of the model, preparing for 200-year climate change experiments as shown in Table 3.

As the response time of the ocean is much longer than that of the atmosphere, we made a spin-up of the ocean with an asynchronously coupled run (SPIN-UPs 1–5, 209-year) in order to save computational time. We ran the OGCM and the AGCM by turns of different length. A synchronously coupled spin-up of a further 111 years was then applied (SPIN-Ups 6-8). The forcing data and the boundary conditions vary at each stage of the spin-up as shown in Table 3, because we tried to avoid any abrupt shock to the coupled system from changing numerous conditions simultaneously.

In order to keep the model climatology of the control run close to the observed one, we used flux adjustments for heat and freshwater obtained from the spin-up run. Figure 1 shows geographical distribution of annual mean fluxes for heat and freshwater together with those in MRI-CGCM1 for comparison. The flux adjustments for heat and freshwater in the new model are generally smaller than in MRI-CGCM1. Major features of the adjustments, such as heating in the equatorial Pacific and cooling around Japan and Newfoundland, are
common to both models, in spite of completely different AGCMs. It is supposed that these large heat adjustments arise from insufficient representation of small-scale ocean dynamic effects such as equatorial waves, western boundary currents and coastal upwelling. Most other regions (where effects of such ocean dynamics are small) show smaller adjustments of less than 25 Wm⁻² in MRI-CGCM2, whereas a relatively large proportion of regions have adjustments greater than 25 Wm⁻² in MRI-CGCM1. Cooling in most coastal regions is notable in the new model. This is related to the lack of clouds, because the spectral atmospheric model cannot represent as sharp a land-sea humidity contrast as a grid model. The freshwater flux adjustment is generally large at river mouth points. In the Arctic Sea, there are large, patchy adjustment regions both positive and negative in value. Most other regions show relatively smaller adjustments of less than 5 mm/day. Compared to the former model, the negative freshening (salting) adjustment in the Norwegian Sea is much smaller. It is considered that the stronger North Atlantic thermohaline circulation contributes to the reduction of the freshwater adjustment.

Figure 2 shows the meridional distribution of the zonal mean fluxes and flux adjustments for heat and freshwater, for December to February (DJF) and June to August (JJA). Fluxes based on observational estimation are also shown for comparison. The observational heat flux is from Da Silva et al. (1994), and the observational freshwater flux is the evaporation by Da Silva et al. (1994), subtracting the precipitation by Xie and Arkin (1996). Observational data are poor poleward of 45°S and 60°N.

The model’s heat fluxes agree with observations in most latitudes, though there is overestimation of heating in summer at latitudes higher than 30 degrees in both hemispheres. Some of these biases are compensated for by the flux adjustment.

3. Climate of the Control Run

We made a 200-year control run of the model. This run is used as a reference for experimental projections of global warming. Concentrations of the greenhouse gases are set constant at 348ppmv for CO₂, 1.650 ppmv for CH₄ and 0.306 ppmv for N₂O. The seasonally varying ozone profile is prescribed to climatological data taken from Wang et al. (1995).

The climate of the three-dimensional structure of the simulated atmosphere is similar to that of the L30 version of MRI/J MA98 by Shibata et al. (1999).
are many changes in the AGCM from the MRI-CGCM1. It is difficult to interpret the differences of the model results because many processes with different schemes are interacting in the simulations. The former AGCM was used for many climate studies and was well tuned as a climate model during its long history, showing good performance in various climatic aspects. Since the new AGCM is in the early stages of development as a climate model, there are many problems that should be evaluated and resolved in future studies. In the present paper, we focus on the climate of near surface fields that directly affect the ocean and the coupled system.

We use the NCEP/NCAR reanalysis (Kalney et al., 1996) climatology of 1979 to 1995 as the reference climatology for the atmospheric fields in the model evaluation. The reanalysis data are convenient, sufficiently reliable to compare the overall performance of the model, and reflect most available observational data. We refer to the reanalysis climatology as NRA hereafter.

We recognize that the period of the observational data is much shorter than that of the model run. It may not be statistically appropriate to compare datasets with these different sampling periods, since both the observation and the model run contain interdecadal variations as shown later. We tested the model evaluation with different 30-year averages and confirmed that the interdecadal variations do not affect the essential features of the differences between observation and model. We used the last 30-year average of the 200-year run as the model climatology.

3.1 Meridional Energy Transports

To evaluate the model's performance as a climate model, we examined the distribution of the oceanic and atmospheric meridional energy transports. This defines the first order climate system and reflects both dynamic and thermodynamic properties of the oceanic and atmospheric models. Figure 4 shows the annual mean oceanic and atmospheric northward energy transports implied in a similar manner to Gleckler et al. (1995). The oceanic energy transports are implied by meridionally integrating the net energy fluxes (including flux adjustment) at the sea surface. The atmospheric transports are also evaluated from the difference of fluxes between the top of the atmosphere and the surface.

In MRI-CGCM2, the atmosphere transports approximately 4.3 PW northward at 40°N and 5.0 PW southward at 40°S, and the ocean transports 1.6 PW northward and 1.5 PW southward at lower latitude (around 15°N and 15°S). These distributions of the meridional energy transports are consistent with the estimation based on the observational data (e.g., Trenberth, 1998). In contrast, the MRI-CGCM1 shows unrealistic oceanic transport, where southward transport prevails at all latitudes. This is attributed to the absence of thermohaline circulation in the Atlantic Ocean that would transport a large amount of heat northward.

3.2 Surface Heat Flux

Horizontal distribution of the simulated surface heat flux for the model and the observation (Da Silva et al., 1994) are shown in Fig 5. There are outstanding regions with large negative values (~ -250 Wm^-2) along the atmospheric storm tracks in the Pacific and Atlantic in winter. In these regions, the cold atmosphere (cooled over the continents) is getting heat from the warm oceans, transported poleward mainly by the western boundary currents (i.e. the Kuroshio Current and the Gulf Stream), and the further transport of heat poleward by the atmosphere with active storm tracks. These features agree well both qualitatively and quantitatively between model and observation. Relatively large positive regions are seen in summer near the eastern boundary and the subpolar gyre of the Pacific and the Atlantic oceans. In these regions, solar radiation at the sea surface is overestimated in the model due to insufficient representation of low-level clouds such as marine stratus or stratocumulus, which are common in summer over the cold sea surface.

3.3 Surface Air Temperature

Surface air temperature in the model is defined as air temperature 2m above the surface, which is extrapolated from the vertical temperature profile of the lowest AGCM layers. Figure 6 shows the climatological surface air temperature for the model and the difference from the NRA, for DJF and JJA. Since the model's orography is not strictly identical to that of
the reanalysis model, the simulated surface temperature may have a bias associated with the difference of elevation, however, it is small enough to evaluate the model's systematic biases.

The temperature difference over the ice-free sea surface is less than 5°C, since the flux adjustment works, keeping the SST climatology close to the NRA.

There are large differences over the continents in summer. In particular, the temperature bias is more than 5°C in JJA in the Eurasian and North American continents, the Sahara and southern Africa. In these regions, the soil moisture becomes very low in summer, which leads to large sensible heat flux (small latent heat flux) from the ground to balance with incoming radiation. This results in an increase of the surface air temperature. There are some problems in the scheme of the land model that should be addressed urgently.

In winter, the temperature bias is 5°C to 10°C in the Arctic Sea and the northern part of Canada, and is more than 20°C in Antarctica. This large warm bias is related to insufficient temperature inversion in the planetary boundary layer in winter at high latitudes. Figure 7 shows an example of the vertical temperature profile in the Arctic region in DJF. The model shows much weaker inversion compared with the NRA. With an AGCM sensitivity experiment (not shown here), we found this to be improved by setting a smaller background vertical diffusion coefficient in cases of strong stability.

Figure 8 shows temporal variation of the annual mean surface air temperature averaged for land, for ocean and globally. The mean temperatures are 12.9°C and 17.4°C for land and ocean and 16.0°C globally. They are 4.9°C, 1.2°C and 2.1°C higher than the NRA. This is consistent with warm biases over the continents in summer and the polar region in winter, as mentioned above. The temporal variation shows a very small trend in the 200-year integration. The linear trend of the global averaged temperature is less than 0.005°C/100 years in MRI-CGCM2, while it was about 1°C/100 years in MRI-CGCM1 (Fig. 8d). The linear trend in MRI-CGCM2 is sufficiently small compared to the interannual and interdecadal variation (these are also recognized in the graph and will be analyzed in detail in a separate paper). The expected response to global warming will be much larger than this linear trend, so there is no problem about the model drift. This is a remarkable improvement compared to MRI-CGCM1.

3.4 Mean Sea Level Pressure

Figure 9 shows climatological mean sea level pressure for DJF and JJA, for the model and the NRA. The overall pattern, which has a large influence on the ocean circulation, is properly reproduced in the model. For example, the locations and intensities of dominant cyclonic and anticyclonic circulations such as the Aleutian Low and Icelandic Low in DJF, the Pacific and Azores subtropical anticyclone in JJA, and the subtropical high pressure zone in the SH are adequately reproduced. Evidence that the surface wind in the model is reliable will be shown later with the Sverdrup flow (Fig. 15), estimated from the surface wind stress.

There are some discrepancies between the model and the NRA. The location of the Aleutian Low is slightly displaced eastward and the intensity is slightly stronger than observed. The winter high pressure over Eurasia is too weak. The Pacific subtropical anticyclone in JJA is slightly stronger and shifted northward compared to the NRA. The Azores anticyclone is also slightly stronger than observed. The development of winter high pressure over Antarctica and Greenland is too weak, while this is seen to be very strong in the NRA. There is a 10 hPa or greater bias towards higher pressure in the Arctic region. This is consistent with the colder bias of the column-averaged temperature implied from the vertical temperature profile in Fig. 7.

3.5 Precipitation

Precipitation is one of the most important elements of the coupled system. It affects the density distribution at the sea surface and associated tropical convective activities force crucial dynamic effects on the tropical ocean circulation through surface wind fields. Figure 10 shows climatological precipitation for DJF and JJA, for the model and the observation (Xie and Arkin, 1996).

The seasonal variation of precipitation distribution is adequately reproduced. Seasonal variations associated with monsoon rainfall in Asia, Central and South
America and Africa are reasonable. The seasonal location and activity of the Inter Tropical Convergence Zone (ITCZ) and the South Pacific Convergence Zone (SPCZ) over the oceans are well simulated. For example, the ITCZ around 10°N in the eastern Pacific is active in JJA and the SPCZ is active in DJF.

In the Asian summer monsoon (JJA), precipitation over the South China Sea and the western Pacific east of the Philippines is less than from observation. In DJF, there is a strong precipitation at 10°N in the western Pacific that is not observed. Globally averaged annual mean precipitation is 2.42 mm/day, which is 8% less than the observed value.

3.6 Land Snow

Maps of the seasonal snow cover fraction for the model and from observation (NOAA-NESDIS snow cover data for 1967-87, Robinson et al., 1993) are shown in Fig. 11. The model reproduces seasonal variations of the snow cover distribution in both Eurasia and North America. The snow lines roughly agree with the observed ones in January, but are slightly south in fall and north in spring compared with the observed snow lines.

Seasonal variation of the total snow cover area for the NH (Fig. 12) shows snow accumulation in fall half a month early and disappearance in spring two months early compared to observation. The maximum snow area (45×10^6 km^2) corresponds to the observation. The annual mean snow area is 20.8×10^6 km^2, which is 12% smaller than the observed value of 23.6×10^6 km^2.

3.7 Ocean Structure and Circulation

a. Sea surface temperature

Figure 13 shows climatological SST (JFM - January-March, JAS - July-September) for the model and the observation (Levitus and Boyer, 1994). The heat flux adjustment works effectively, so the model SST is sufficiently close to the observed climatology. Differences are less than 1°C in most regions in each season.

As an exception, the deviation around Japan in winter (JFM) is a few degrees higher. The Kuroshio and its extension are simulated north of the observed location (see also Fig. 16) and, therefore, an excessively large amount of oceanic heat is transported from the lower latitudes, which cannot be compensated for with atmospheric cooling and flux adjustment.

The SST in sea ice edge regions tends to be colder (1 to 2°C) than observed. In these regions, small differences in sea ice distribution lead to a large temperature difference. Since relatively large interannual and interdecadal variations of sea ice edge distribution are known though observations are scarce, there might be some problem in the reliability of the observed SST in these regions.

b. Sea surface salinity

The sea surface salinity is also close to the observation shown in Fig. 14, as flux adjustment for freshwater is imposed. Deviations are less than 0.5 psu in most of the oceans except the Arctic Sea and some portions of the tropical Pacific. In the Laptev Sea and the East Siberian Sea, the model shows much higher salinity than the observation (Levitus and Boyer, 1994). In these regions, inflow from large rivers and freshwater from sea ice melt form a very thin and fresh surface layer (less than 20 psu in summer) with very strong stability, which cannot be adequately represented by the model. We consider that the vertical resolution near the surface is not sufficient to resolve such a structure.

c. Sverdrup flow

Sea surface wind stress is a crucial factor for simulating realistic upper ocean circulation in coupled models. Evaluating Sverdrup flow estimated from surface wind stress is a useful measure for validation of upper ocean circulation. Figure 15 shows the Sverdrup flow streamfunctions calculated with both the wind stress data for the model and the observation (Hellerman and Rosenstein, 1983).

As a whole, circulation pattern and transport strength for every gyre circulation in each basin are well reproduced, suggesting good performance of the AGCM in reproducing surface wind. It is notable that the simulated Sverdrup transport in the

---

1 For comparison, value of total snow area is calculated based on 2.5°×2° grid data with the same land mask as the model.
tropics is very close to the observational one because of the use of wind stress adjustment. The estimated transport associated with the North Pacific subpolar gyre in winter (JFM), at 90 Sv, is stronger than the 50 Sv observed value. This is consistent with the stronger bias of the Aleutian Low (Fig. 9a). The transport associated with the North Pacific subtropical gyre in winter is close to the observation (80 Sv), but its northern branch (eastward flow), which corresponds to the Kuroshio Extension, is displaced northward (see 10 Sv contour, 40°N for the model and 35°N for the observation). In summer, the observed 30 Sv transport south of Japan is not seen in the model. This is probably related to the northward shift of the Pacific subtropical anticyclone in summer (Fig. 9c).

d. Barotropic stream function

As would be anticipated, given the realistic Sverdrup flow, the model makes reasonable simulations of tropical and subtropical wind driven gyre circulations for the Pacific, Indian and Atlantic Oceans, as is revealed in the annual mean barotropic stream function (Fig. 16).

The model simulation of the Kuroshio transport is 60 Sv in winter and 25 Sv in summer. The annual average of the transport is 45 Sv. The simulated Gulf Stream transports are about 25 Sv in both summer and winter. These are comparable to the estimated Sverdrup flow (Fig. 15). The model Kuroshio Extension is located further north (40°N) than the observed location (35°N). Although this drawback is commonly seen in many ocean models that do not resolve midlatitude eddies, we consider it is partly attributable to the wind stress pattern biases of the AGCM as mentioned above. The transport with the North Pacific subpolar gyre in the model is about 15 Sv in winter. This is much weaker than the estimated Sverdrup transport (Fig. 15a).

The Antarctic Circumpolar Current is reproduced with its transport of about 80 Sv through Drake's Passage. This value is smaller than the observational estimate of 130 to 140 Sv by Read and Pollard (1993).

e. Zonal mean temperature

Figure 17 shows ocean potential temperature (annual mean) zonally averaged over the Pacific (120°E to 75°W), Atlantic (75°W to 20°E) and Indian (20°E to 120°E) sectors, for the model and for observation (Levitus and Boyer, 1994). The observed thermal structure in the ocean is well reproduced by the model, not only near the sea surface where flux adjustment is imposed, but also in the middle and deep oceans. For each sector, meridional gradients of isotherms roughly agree with those observed. Though the model generally shows slightly colder intermediate and deep water, deviations are generally less than 1°C. There is a sharp temperature frontal structure around 60°N in the North Atlantic Ocean, which is well reproduced in the model.

f. Zonal mean salinity

As well as temperature, meridional-vertical distribution of zonally averaged salinity (Fig. 18) is reproduced reasonably by the model. Deviations are generally less than 0.2 psu. The model simulates the salinity minimum in the SH extending from the surface at the midlatitude to 1000m depth at 10°S (most evident in the Atlantic sector from the contour at 34.6 psu). This suggests the formation of Antarctic Intermediate Water (AAIW) in the model.

The model includes the Mediterranean Sea, which is connected to the Atlantic Ocean through the Gibraltar Strait with 1 grid-point width. The model reproduces a feature around 38°N suggesting warm and saline outflow from the Mediterranean Sea, though it is weaker than observed (see also Fig. 17b). This warm and saline water sinks, contributing to formation of the North Atlantic Deep Water (NADW).

In the Pacific sector at 40°N to 60°N, from the surface to 800m depth, the model shows salinity higher than observed. Higher temperature deviation also appears in this region (Fig. 17a). This is associated with the erroneous northward deviation of the Kuroshio Current and its extension, which transports excessive heat and salt northward of 40°N.

g. Meridional overturning

One of the most serious defects of the former model (MRI-CGCM1) was the absence of the meridional deep overturning in the Atlantic Ocean as shown in Fig. 19a. After the model integration started, the
transport by the deep overturning immediately vanished, and after that, it remained as a small negative value for the entire model integration (Fig. 19c).

The new model (MRI-CGCM2) reasonably simulates the meridional overturning (Fig. 19b) of the mixed structure of both shallow and deep cells. The deep overturning cell sinking near 60°N is associated with the NADW. Its mean transport is approximately 17 Sv, roughly agreeing with the estimate of 13 Sv by Schmitz and McCartney (1993). Its temporal variation (Fig. 19d) seems to be a small, decreasing trend of 0.7 Sv per 100 years during the 200-year simulation, except for the first five decades. However, in the extended integration of the control run up to 300 years (not shown), it turns to an increasing trend after 200 years and seems to be a very long-term oscillation. There are interannual to interdecadal fluctuations with amplitudes of 1 to 2 Sv. The deep overturning cell near Antarctica, which is known as the origin of the Antarctic Bottom Water (AABW), is reproduced with 8 Sv maximum transport.

h. Thermocline along the equator

The thermocline structure along the equator, which is closely related to the behavior of ENSO in the model, is shown in Fig. 20. In the Pacific Ocean, the thermocline is more vertically diffuse than the observed one, but it is sharper than that in MRI-CGCM1. Associated with these vertical temperature gradients, MRI-CGCM2 simulates the equatorial undercurrent with a maximum of 0.35 m/s for the annual mean. This is stronger than MRI-CGCM1 by 50%.

The model adequately reproduces the eastward slanted thermocline in the Indian Ocean, along with upwelling at the western boundary, which is much improved compared to MRI-CGCM1. At the eastern edge of the Pacific and Atlantic Oceans, the model's thermocline tends to be deeper than observed.

3.8 Sea ice

Change in sea ice distribution has a large influence on the regional distribution of temperature change in the high latitudes. A small change of sea ice coverage (or compactness) can significantly affect the surface heat fluxes through the ice-albedo feedback. Thickness of sea ice is also an important factor because it influences heat flux at the sea ice surface. Therefore, simulating realistic sea ice is one of the most important factors for the model for studying climate change.

Figure 21 shows sea ice distribution (compactness and thickness) simulated in MRI-CGCM2 for March and September, together with the corresponding observation (compactness; NOAA-SIGRID, thickness (only in the NH); Bourk and Garrett, 1987). In the MRI-CGCM1 simulation (Fig. 21 i, j), the extent of sea ice in the Northern Hemisphere was larger than observed. The Norwegian Sea and Barents Sea were covered with sea ice throughout both seasons. In reality, no sea ice in the Norwegian Sea (and only a little sea ice in winter in the Barents Sea) is observed, since warm, saline water is injected into these regions by the Norwegian Current, extending from the North Atlantic Current. In the MRI-CGCM2 simulation, the sea ice distribution is improved. In the NH, the extent of simulated sea ice agrees well with that observed in both seasons. The improvements to sea ice distribution in the Norwegian Sea, the Barents Sea and the Labrador Sea are mainly attributed to the improvement to the thermohaline circulation in the North Atlantic. The sea ice thickness is 2 to 4 m in the central Arctic Sea and is thicker in the Western Hemisphere. The thickness is less than 1 m in the seasonal sea ice region. These features of the thickness distribution also agree with observation. In particular, the extent of thin (~50 cm) seasonal sea ice in the Okhotsk Sea is realistically simulated. In the SH, the winter (September) simulated sea ice corresponds in extent with the observation. However, the summer (March) sea ice extent is too small. A uniform winter sea ice thickness of less than 1 m is reasonable.

The seasonal evolution of the sea ice area (for NH and SH) is shown in Fig. 22. In the NH, the sea ice area reaches a maximum of 13×10^6 km² in March and a minimum of 6×10^6 km² in September. The seasonal variation agrees fairly well with observation, though melting is slightly

---

2 Sea ice area is calculated as the sum of compactness multiplied by the each grid area. The observed value is also calculated with the same manner by interpolating on the model grid.
earlier than observed. In the SH, the maximum sea ice area in the model is $18 \times 10^6$ km$^2$ in September, which is very close to the observation. The model simulates the minimum sea ice area in the SH at about half of the observed value. The model reproduces realistic seasonal variation of the sea ice volume (NH), though the absolute value is smaller than observation by $5 \times 10^{12}$ m$^3$ on average. Sea ice melts at the upper surface by atmospheric heating and at the bottom surface by oceanic heating. The albedo of the sea ice surface has a large impact on atmospheric melting rate, though there are large variations in the observed sea ice albedo with different conditions (0.87 for new snow on sea ice, 0.52 for bare first-year ice, Perovich et al., 1986). The albedo of sea ice is set constant (0.4 for near infrared and 0.8 for visible rays) in the model at present. Although the oceanic heating also dominates a large fraction of the sea ice melt, it is difficult to validate because no extensive observation has been obtained. Since the seasonal variation is based on a delicate balance between these atmospheric and oceanic processes, its improvement will need careful treatment.

During the 200-year integration, the model simulates stable sea ice without trends for both the NH and SH as shown in Fig. 23. The model sea ice displays interannual and interdecadal variability. For the NH sea ice volume, in particular, a large variability on a very long time scale (with a period of 60 years or longer) is notable.

4. Variability of the Control Run

For a climate model used for climate change simulation, it is very important to reproduce climate variability properly, as well as mean climate. Investigating variability with its detailed structure and considering its mechanism is beyond the scope of the present paper. We will illustrate how the observed principal climate variabilities are reproduced in the model.

4.1 Standard Deviation

There is a large interannual variation in surface air temperature over the NH continents in winter. This is consistent with observation (Jones, 1994) as in Fig. 24. Since observed surface temperatures are affected by global warming, linear trends have been removed. Observation shows a large (> 2°C) standard deviation in DJF in western Siberia and northwestern North America. These regions of large variance are also seen in the model, though the amplitude in western Siberia is smaller than observed. The observed variation in summer is generally smaller than in winter, but the model displays larger variation in northwestern Eurasia. The inconsistency of the variability may be attributed to those problems with the mean climate over land in summer as mentioned in the previous section. The temperature variation over the oceans is generally small (less than 1°C standard deviation) except for the equatorial Pacific and the sea ice region. These features in the model are roughly consistent with observation, though validation over sea ice regions is difficult due to the lack of observation data. The model displays variation in the equatorial Pacific (this implies ENSO, as shown later) with a standard deviation of more than 1.5°C. This is larger than observed.

Figure 25 shows interannual standard deviation of mean sea level pressure for DJF and JJA. The model acceptably reproduces overall geographical distribution for mean sea level pressure variation as observed. In DJF, the most prominent variation is seen around the Aleutian Low, which is well simulated in the model. The model also simulates relatively large variation around the Icelandic Low, though the variation over the Arctic Sea is small compared to observation. There is rough correspondence between model and observation in zonal distribution of large variations at high latitudes in the SH.

As shown in Fig. 23, the model displays interannual variations in the sea ice area. Standard deviations of the variation for the NH sea ice area are 0.40 and 0.44 million km$^2$ for March and September. These values are comparable to the observation (NOAA/SIGRID, 1973 to 1990) of 0.38 and 0.39 million km$^2$.

4.2 Principal Atmospheric Modes

Recently, it has been suggested that the spatial pattern of the global warming
signal possibly emerges as being projected on a dominant mode of natural variability (Noda et al., 1999a,b). It is noteworthy that the principal mode of the atmosphere, known as the Arctic Oscillation (AO), has exhibited a significant trend in recent decades (Thompson and Wallace, 1998). The model should be capable of realistically reproducing dominant modes of atmospheric variability.

In order to see the dominant modes of atmospheric variability, we made an empirical orthogonal function (EOF) analysis of sea level pressures in NH winter (DJF) simulated by MRI-CGCM2 and of observational data (NCEP/NCAR reanalysis for 1950-1995) (Fig. 26). Linear trends were removed before calculating the EOFs in order to reduce influences of global warming. The first mode shows the AO pattern with a negative anomaly in the Arctic region and positive anomalies in the North Pacific and the North Atlantic. This pattern corresponds with the observed first mode. The same analysis for MRI-CGCM1 also reveals an AO pattern (not shown) that is very similar to that in Fig. 26a, though its atmospheric model is largely different. The observed first mode shows smaller variability in the North Pacific and slight difference from the typical AO pattern. If the averaging season is changed to November to April (not shown) as in Thompson and Wallace (1998), the observed pattern agrees with the typical AO pattern, while the model’s first mode shows a similar pattern with much smaller amplitude for the average of November to April.

The geographical distribution of the SST anomaly regressed on the NINO3 SST is shown in Fig. 28, for observation (GISST2.2, Rayner et al., 1996), MRI-CGCM1 and MRI-CGCM2. In MRI-CGCM2, a prominent positive anomaly is seen in the central eastern equatorial Pacific, extending to the coast of Peru. This pattern is similar to the observed El Niño. In MRI-CGCM1, there was a westward-displaced maximum SST anomaly with its center to the west of the date line. However, it is improved and simulated around 150°W in the new model. In the former model (MRI-CGCM1), there is a negative anomaly in the eastern equatorial Indian Ocean that is not seen in the observation. This bias is caused by an unrealistic equatorial upwelling in the eastern Indian Ocean. However, it is improved in the new model in association with the improvement of the eastward gradient of the equatorial thermocline in the Indian Ocean (Fig. 20). The improvements should contribute to a better simulation, such as the relationship between ENSO and the Asian Monsoon.

4.3 Model ENSO

The relatively large surface temperature variability in the equatorial Pacific shown in Fig. 24 implies ENSO variability in the model. Figure 27 shows the time series (with a 5-month running mean) of the SST anomaly in the NINO3 region (150°W to 90°W, 5°S to 5°N) and the Southern Oscillation Index (SOI: normalized sea level pressure difference Tahiti-Darwin). The SST anomaly in NINO3 shows interannual variation with large amplitude from −2.5°C to +4°C. The peak value of +4°C is larger than the observed maximum value (about +3.6°C in the 1997/98 El Niño). It is noted that the SST anomaly shows larger positive peaks than negative peaks as for observed El Niño and La Niña. The time series shows a two-year oscillation with small amplitude is dominant in general, but large positive peaks are typically seen in three- to five-year intervals in some periods (e.g., years 100 to 130). This indicates the model is capable of simulating amplitude and frequency modulation of ENSO. It is clearly apparent that the SOI time series has a negative correlation with the NINO3 SST time series, which is consistent with the observed ENSO. The correlation coefficient is −0.72.

The geographical distribution of the SST anomaly regressed on the NINO3 SST is shown in Fig. 28, for observation (GISST2.2, Rayner et al., 1996), MRI-CGCM1 and MRI-CGCM2. In MRI-CGCM2, a prominent positive anomaly is seen in the central eastern equatorial Pacific, extending to the coast of Peru. This pattern is similar to the observed El Niño. In MRI-CGCM1, there was a westward-displaced maximum SST anomaly with its center to the west of the date line. However, it is improved and simulated around 150°W in the new model. In the former model (MRI-CGCM1), there is a negative anomaly in the eastern equatorial Indian Ocean that is not seen in the observation. This bias is caused by an unrealistic equatorial upwelling in the eastern Indian Ocean. However, it is improved in the new model in association with the improvement of the eastward gradient of the equatorial thermocline in the Indian Ocean (Fig. 20). The improvements should contribute to a better simulation, such as the relationship between ENSO and the Asian Monsoon.

Other fields in the ocean and atmosphere show a consistent structure associated with the model ENSO. Figure 29a shows an ocean temperature anomaly in the vertical section along the equator (regression on the NINO3 SST), together with the climatology of the model 20°C isotherm. There is a positive anomaly in the eastern Pacific along the 20°C isotherm,
accompanied by a surface positive anomaly. With a lagged regression (not shown), eastward propagation of the temperature anomaly in the upper thermocline is evident in the model, which implies propagation of Kelvin waves as a part of the evolution of El Niño.

The anomalies of 850 hPa wind and precipitation in the model El Niño are also shown in Fig. 29. In the equatorial region, a westerly wind anomaly is dominant in the central-western Pacific. The negative SST anomaly in the central North Pacific could be related to the intensified westerly wind associated with midlatitude atmospheric response to tropical convective activity change in ENSO (Horel and Wallace, 1981). The precipitation increases notably in the equatorial central-eastern Pacific and decreases around the ITCZ and SPCZ in the western Pacific. The model simulates a positive anomaly on the coast of Peru and a negative anomaly in northeastern Brazil, accompanying an easterly wind anomaly over northern South America. These are coherent and consistent with features typically seen in the observed El Niño. A detailed analysis for the model ENSO and associated variations will be demonstrated in a separate paper.

5. Summary and Discussion

A new version of the global atmosphere-ocean coupled general circulation model (MRI-CGCM2) has been developed at MRI. The model can be used to explore climate change associated with anthropogenic forcings. We aimed to reduce the drawbacks of the former version of the model (MRI-CGCM1, Tokioka et al., 1996) and achieve more realistic climatic mean and variability to predict climate changes with greater accuracy and reliability.

The model shows generally good performance, reproducing representative aspects of the mean climate and seasonal variation including surface air temperature, precipitation, snow and sea ice distribution, and ocean structure and circulation. In particular, sea ice distribution is much improved. The improvement of sea ice distribution in the NH is mainly due to appropriately simulated thermohaline circulation in the North Atlantic and careful tuning of the flux adjustment in the sea ice region. The seasonal extent of snow cover is also simulated reasonably well.

Climatic drift is substantially absent in the model for a time period of the order of hundreds of years with respect to atmosphere, sea ice, SST and the upper ocean. The older version (MRI-CGCM1) showed a relatively large trend in tropical SST and sea ice volume. Such progress was important in the development of the new version for experiments studying long-term climate changes. A long coupled spin-up of the model is essential to stabilize the coupled integration. In addition to an asynchronous coupled spin-up, we used a further, synchronous, coupled spin-up of more than 100 years. The coupled spin-up in the former simulation (Tokioka et al., 1996) was only 30 years long, following separate spin-ups of the OGCM and the AGCM, restoring the observed climatology of SST and sea surface salinity. Careful treatment in the spin-up prior to the model control simulation is very important.

It has been suggested that the meridional overturning in the Atlantic Ocean contributes to the reduced rate of warming in the northern Atlantic associated with global warming (IPCC, 1996). It has been argued in many studies that the variation of the Atlantic overturning is a critical factor in the climate variability of the North Atlantic. Although MRI-CGCM1 failed in simulating the meridional overturning in the Atlantic Ocean, the present model shows a realistic value of 17 Sv near 54°N at 1500m depth. The improvement is principally due to the introduction of isopycnal mixing parameterization (with smaller lateral diffusivity), from which a strong density gradient around the fronts in the North Atlantic Ocean can be simulated in the model. The strong fronts lead to the strong North Atlantic Current that carries warm saline water to the Nordic Seas, producing a realistic sea ice distribution. This results in deep convections in the sea-ice-free region by strong atmospheric cooling, and consequently feeds a density flux to the North Atlantic Deep Water. The overturning in the model shows noteworthy interannual and interdecadal variability that should be investigated in detail in the future.

The model simulates not only realistic mean climate but also variabilities in both the atmosphere and the ocean, such as AO and ENSO. The dominant modes of atmospheric variability, as indicated by sea
level pressure (Fig. 26), are consistent with observation. Temporal variation of the SST anomaly in the NINO3 region shows a large positive value (max. +4°C) over several-year intervals. The SST anomaly pattern regressed on NINO3 SST (Fig. 28) shows a strong positive anomaly in the central-eastern equatorial Pacific that is similar to the observed El Niño. The corresponding temperature anomaly in the upper ocean along the equator shows a realistic east-west seesaw around the 20°C isotherm. The performance in simulating ENSO together with the sufficiently small climatic drift in the model implies that the model is suitable for studying changes of ENSO variability associated with climate changes like global warming.

The model still has some problems at present. The surface air temperature in winter at high latitude has a warm bias due to weaker stability in the boundary layer. We tested the sensitivity of the atmospheric model to a lower limit of vertical diffusivity in the case of strong stability, and found that winter temporal inversions at high latitude are well simulated in the model. We expect that adjusting the parameter will improve the warm bias in high latitudes in winter. However, it requires a long spin-up of the model to make another control run because even a small change will break the atmosphere-ocean coupled equilibrium.

The surface temperature over land in summer also shows a warm bias associated with a land process scheme problem. It appears that the soil moisture (not shown) becomes too low over the continent where the summer temperature becomes much higher than observed. The lack of surface soil moisture leads to a large sensible heat flux (small latent heat flux) from the ground in order to balance incoming solar radiation in summer. The low soil moisture in summer is probably related to a problem in the hydrological process, in which snow-melt water cannot be held in the soil layer in spring.

Although snow cover in winter is adequately simulated, the melting season is earlier than observed (Fig. 12). The snowmelt process is very sensitive to the albedo of snow since solar radiation is generally dominant in the surface energy balance at high latitude in spring. On the other hand, snowalbedo differs very much with the condition of snow (e.g. past record of snow) that is related to various complicated processes. In the present model, however, snow is treated as a single layer, and its albedo is determined simply in relation to its surface temperature (0.6 if near 0°C, otherwise 1.0). More sophisticated modeling of snow (multi-layered, and taking past snow records into account) is under development at present.

These problems require further careful consideration in the next improvements of the model.
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<table>
<thead>
<tr>
<th>Aspect</th>
<th>MRI-CGCM1</th>
<th>MRI-CGCM2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Atmospheric component</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal resolution</td>
<td>5° (long.) × 4° (lat.)</td>
<td>T42 (~2.8° × 2.8°)</td>
</tr>
<tr>
<td>Layer (top)</td>
<td>15 (1hPa)</td>
<td>30 (0.4hPa)</td>
</tr>
<tr>
<td>Solar radiation (SW)</td>
<td>H₂O, O₃</td>
<td>H₂O, O₃, aerosol</td>
</tr>
<tr>
<td>Long-wave radiation (LW)</td>
<td>H₂O, CO₂, O₃</td>
<td>H₂O, CO₂, O₃, CH₄, N₂O</td>
</tr>
<tr>
<td>Gravity wave drag</td>
<td>Palmer et al. (1986)</td>
<td>Iwasaki et al. (1989)</td>
</tr>
<tr>
<td>Cloud type</td>
<td>Penetrative convection,</td>
<td>Penetrative convection</td>
</tr>
<tr>
<td>Cloud overlap</td>
<td>Saturation</td>
<td>function of relative humidity</td>
</tr>
<tr>
<td>Cloud water content</td>
<td>function of pressure and temperature</td>
<td>function of temperature</td>
</tr>
<tr>
<td>Land process</td>
<td>4-layer diffusion model</td>
<td>3-layer SiB</td>
</tr>
<tr>
<td>Oceanic component</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal resolution</td>
<td>2.5° (lon.) × 2°-0.5° (lat.)</td>
<td></td>
</tr>
<tr>
<td>Layer (min. thickness)</td>
<td>21 (5.2m)</td>
<td>23 (5.2m)</td>
</tr>
<tr>
<td>Eddy viscosity</td>
<td>Horiz. visc. 2.0×10⁴ m²s⁻¹</td>
<td>Horiz. visc. 1.6×10⁴ m²s⁻¹</td>
</tr>
<tr>
<td></td>
<td>Vert. visc. 1×10⁻⁷ m²s⁻¹</td>
<td>Vert. visc. 1×10⁻⁷ m²s⁻¹</td>
</tr>
<tr>
<td>Eddy mixing</td>
<td>Horizontal-vertical mixing</td>
<td>Isopycnal mixing</td>
</tr>
<tr>
<td></td>
<td>Horiz. diff. 5.0×10⁻⁵ m²s⁻¹</td>
<td>Isopycnal 2.0×10¹ m²s⁻¹</td>
</tr>
<tr>
<td></td>
<td>Vert. diff. 5.0×10⁻⁵ m²s⁻¹</td>
<td>Diapycnal 1.0×10⁻⁵ m²s⁻¹</td>
</tr>
<tr>
<td>Vertical viscosity and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>diffusivity</td>
<td>Mellor and Yamada (1974, 1982)</td>
<td></td>
</tr>
<tr>
<td>Sea ice</td>
<td>Mellor and Kantha (1989)</td>
<td></td>
</tr>
<tr>
<td><strong>Atmosphere-ocean coupling</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coupling interval</td>
<td>6 hours</td>
<td>24 hours</td>
</tr>
<tr>
<td>Flux adjustment</td>
<td>heat, salinity</td>
<td>heat, salinity + wind stress (12°S-12°N)</td>
</tr>
<tr>
<td>Level</td>
<td>Level spacing (m)</td>
<td>Depth of level center (m)</td>
</tr>
<tr>
<td>-------</td>
<td>------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>1</td>
<td>5.2</td>
<td>2.8</td>
</tr>
<tr>
<td>2</td>
<td>6.2</td>
<td>8.3</td>
</tr>
<tr>
<td>3</td>
<td>7.9</td>
<td>15.35</td>
</tr>
<tr>
<td>4</td>
<td>10.7</td>
<td>24.65</td>
</tr>
<tr>
<td>5</td>
<td>25.0</td>
<td>42.5</td>
</tr>
<tr>
<td>6</td>
<td>25.0</td>
<td>67.5</td>
</tr>
<tr>
<td>7</td>
<td>25.0</td>
<td>92.5</td>
</tr>
<tr>
<td>8</td>
<td>25.0</td>
<td>117.5</td>
</tr>
<tr>
<td>9</td>
<td>25.0</td>
<td>142.5</td>
</tr>
<tr>
<td>10</td>
<td>25.0</td>
<td>167.5</td>
</tr>
<tr>
<td>11</td>
<td>30.0</td>
<td>195.0</td>
</tr>
<tr>
<td>12</td>
<td>40.0</td>
<td>230.0</td>
</tr>
<tr>
<td>13</td>
<td>50.0</td>
<td>275.0</td>
</tr>
<tr>
<td>14</td>
<td>100.0</td>
<td>350.0</td>
</tr>
<tr>
<td>15</td>
<td>200.0</td>
<td>500.0</td>
</tr>
<tr>
<td>16</td>
<td>200.0</td>
<td>700.0</td>
</tr>
<tr>
<td>17</td>
<td>300.0</td>
<td>950.0</td>
</tr>
<tr>
<td>18</td>
<td>400.0</td>
<td>1300.0</td>
</tr>
<tr>
<td>19</td>
<td>700.0</td>
<td>1850.0</td>
</tr>
<tr>
<td>20</td>
<td>700.0</td>
<td>2550.0</td>
</tr>
<tr>
<td>21</td>
<td>700.0</td>
<td>3250.0</td>
</tr>
<tr>
<td>22</td>
<td>700.0</td>
<td>3950.0</td>
</tr>
<tr>
<td>23</td>
<td>700.0</td>
<td>4650.0</td>
</tr>
<tr>
<td>Run</td>
<td>Model</td>
<td>Prescribed forcing data</td>
</tr>
<tr>
<td>---------</td>
<td>-------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>SPIN-UP1</td>
<td>OGCM</td>
<td>SSTo, SSSo, TAUo, Sio</td>
</tr>
<tr>
<td>SPIN-UP2</td>
<td>AGCM</td>
<td>SSTo, Sio</td>
</tr>
<tr>
<td>SPIN-UP3</td>
<td>OGCM</td>
<td>Flux-A1, SSTo, SSSo, TAUo, Sio</td>
</tr>
<tr>
<td>SPIN-UP4</td>
<td>AGCM</td>
<td>SST-O2, Sio</td>
</tr>
<tr>
<td>SPIN-UP5</td>
<td>OGCM</td>
<td>Flux-A2, SSTo, SSSo, TAUo, Sio</td>
</tr>
<tr>
<td>SPIN-UP6</td>
<td>CGCM</td>
<td>SSTo, SSSo, TAUo, Sio</td>
</tr>
<tr>
<td>SPIN-UP7</td>
<td>CGCM</td>
<td>Fadj-C1, Sio</td>
</tr>
<tr>
<td>SPIN-UP8</td>
<td>CGCM</td>
<td>Fadj-C1</td>
</tr>
<tr>
<td>CONTROL</td>
<td>CGCM</td>
<td>Fadj-C1</td>
</tr>
</tbody>
</table>

SSTo: Observed climatological sea surface temperature (Levitus and Boyer, 1994)
SSSo: Observed climatological sea surface salinity (Levitus et al., 1994)
TAUo: Observed climatological surface wind stress (Hellerman and Rosenstein, 1983)
Sio: Observed climatological sea ice distribution (SIGRID by Navy-NOAA Joint Ice Center, Bourke and Garrett, 1987)
Flux-run: Climatological surface fluxes (for heat, freshwater and momentum) obtained from the run
SST-run: Climatological sea surface temperature obtained from the run
Fadj-run: Climatological flux adjustment (for heat, freshwater and momentum) obtained from the run
Fig. 1 Climatological annual mean heat flux adjustments (Wm$^{-2}$) in (a) MRI-CGCM2 and (b) MRI-CGCM1, and freshwater flux adjustments (mm/day) in (c) MRI-CGCM2 and (d) MRI-CGCM1.
Fig. 2 Zonally averaged net surface heat flux for (a) December-February (DJF) mean and (b) June-August (JJA) mean, and freshwater flux for (c) DJF and (d) JJA. (solid: observation, long-dash: atmospheric model, short-dash: flux adjustment, dot-dash: model adjusted). The observed heat flux is from Da Silva et al. (1994), and freshwater flux for the observation is estimated by precipitation (Xie and Arkin, 1996) minus evaporation (Da Silva et al., 1994).
Fig. 3 Wind stress along the equator (averaged in the 4°S-4°N band), calculated by the atmospheric model (dashed curve) and adjusted (solid curve) for January (a, zonal component; b, meridional component) and July (c, zonal component; d, meridional component). Unit is Nm$^2$. 
Fig. 4  Annual mean northward energy transports by the ocean (solid) and the atmosphere (dashed) in (a) MRI-CGCM2 and (b) MRI-CGCM1. The atmospheric transports are implied from differences between the net fluxes at the top-of-the-atmosphere and the sea surface (including flux adjustment). Unit is PW.
Fig. 5  Horizontal distribution of the net surface heat flux for DJF mean (a, observation; b, MRI-CGCM2) and for JJA mean (c, observation; d, MRI-CGCM2). Unit is Wm$^{-2}$.
Fig. 6  Climatology of the surface air temperature for DJF mean (a, MRI-CGCM2; b, model–observation) and JJA mean (c, MRI-CGCM2; d, model–observation). The observations are from NCEP/NCAR reanalysis climatology for 1979 to 1995.
Fig. 7 Vertical profiles of the zonal mean air temperature at 80°N in winter (DJF) for the model (solid) and observation (dashed, NCEP/NCAR reanalysis climatology for 1979 to 1995).
Fig. 8 Time series of the annual mean surface air temperature globally averaged over (a) land, (b) ocean, (c) land+ocean simulated by MRI-CGCM2, and (d) land+ocean simulated by MRI-CGCM1. Thin lines denote the linear trends for each time series.
Fig. 9  Climatology of the mean sea level pressure for DJF (a, MRI-CGCM2; b, observation) and JJA (c, MRI-CGCM2; d: observation). The observations are from NCEP/NCAR reanalysis climatology for 1979 to 1995. Contour interval is 4 hPa.
Fig. 10  As in Fig. 9, but for the precipitation. Contour levels are 2, 4, 8, and 12 mm/day\(^{-1}\). The observations are from Xie and Arkin (1996).
Fig. 11  Climatology of seasonal variation of snow cover extent over land in the Northern Hemisphere for MRI-CGCM2 (left panels) and observation (right panels, NOAA/SIGRID, 1967-87), for October (upper), January (middle) and April (lower). Values are percentages.
Fig. 12  Climatological seasonal variations of total snow cover area in the Northern Hemisphere over land surface for MRI-CGCM2 (solid curve) and observation (NOAA-NESDIS, 1967 to 87 average)(dashed curve).
Fig. 13 Climatology of the sea surface temperature for January to March (JFM) mean (a, MRI-CGCM2; b: model–observation) and July to September (JAS) mean (c, MRI-CGCM2; d, model–observation). The observation is from Levitus and Boyer (1994).
Fig. 14  Climatology of the annual mean sea surface salinity for (a) MRI-CGCM2 and (b) difference between MRI-CGCM2 and observation (Levitus et al., 1994).
Fig. 15  Sverdrup flow stream functions based on the climatological surface wind stress of MRI-CGCM2 for (a) JFM mean and (b) JAS mean, and the observation for (c) JFM mean and (d) JAS mean. The observational wind stress is from Hellermann and Rosenstein (1982). Unit is Sv ($10^6 \text{m}^3\text{s}^{-1}$).
Fig. 16 Climatology of the oceanic barotropic stream functions (in Sv) of MRI-CGCM2 for (a) JFM mean and (b) JAS mean.
Fig. 17 Annual mean potential temperature zonally averaged over the Pacific (120°E to 75°W), Atlantic (75°W to 20°E) and Indian (20°E to 120°E) sectors, for (a)-(c) MRI-CGCM2 and (d)-(e) observation (Levitus and Boyer, 1994). Differences greater than 1°C from observation are shown shaded (positive, dark shading; negative, light shading) in plots (a), (b) and (c).
Fig. 18  As in Fig. 17, but for salinity (in psu). The observations are from Levitus et al. (1994).
Fig. 19  
Annual mean meridional overturning stream functions for the global ocean in (a) MRI-CGCM1 and (b) MRI-CGCM2. 
Time series of the maximum (annual mean) meridional overturning in the North Atlantic Ocean for (c) MRI-CGCM1 and (d) MRI-CGCM2. Values are in Sv.
Fig. 20  Annual mean potential temperature along the equator (averaged 2°S to 2°N) for (a) MRI-CGCM2 and (b) observation (Levitus and Boyer, 1994). The differences from the observations larger than 1°C are shown with shading (positive, dark shading; negative, light shading) in plot (a).
Fig. 21.1  Geographical distribution of climatological sea ice compactness (contour, unit: percent) and mean thickness (shading) in the Northern Hemisphere (NH) for March (a, MRI-CGCM2; b, observation) and September (c, MRI-CGCM2; d, observation). The observations are from NOAA-SIGRID for compactness, and Bourk and Garrett (1987) for thickness.
Fig. 21-2  Same as Fig. 20-1, except for the Southern Hemisphere (SH). Only compactness is shown for the observation.
Fig. 21-3 Geographical distribution of climatological sea ice compactness (unit: percent) in MRI-CGCM1 for (i) March and (j) September.
Fig. 22  Seasonal variations of sea ice area (a, NH; b, SH) and volume (c, NH; d, SH) for MRI-CGCM2 (solid curves) and observation (dashed curves). The observation of sea ice volume is shown only for the NH.
Fig. 23  Time series of the sea ice area (a, NH; b, SH) and sea ice volume (c, NH; d, SH). Maximum (dashed curves), minimum (dotted curves) and average (solid curves) are plotted for each year.
Fig. 24  Standard deviation of surface air temperature for the December-February (DJF) mean (a, MRI-CGCM2; b, observation), and the June-August (JJA) mean (c, MRI-CGCM2; d, observation). Observations are calculated from 1947 to 1998 data (Jones, 1994).
Fig. 25 As in Fig. 24, but for mean sea level pressure. Observations are from NCEP/NCAR-reanalysis for 1950-1995.
Fig. 26 The leading four EOF modes of mean sea level pressure in the Northern Hemisphere for DJF. (a)-(d) model and (e)-(h) observation (NCEP/NCAR-reanalysis for 1950 to 1995). Contour values indicate variance in (hPa)$^2$. 
Fig. 27 Time series of the SST anomaly in the NINO3 region (150°W to 90°W, 5°S to 5°N), (solid curves) and Southern Oscillation Index (SOI; normalized sea level pressure difference Tahiti-Darwin), (dashed curves). Time series are smoothed with a five-month running mean.
Fig. 28  Sea surface temperature anomaly regressed on the normalized time series of the SST in the NINO3 region, for (a) observation (GISST2.2), (b) MRI-CGCM1 and (c) MRI-CGCM2.
Fig. 29  (a) Ocean temperature anomaly in the equator section regressed on the normalized time series of the SST in the NINO3 region. Dashed curve indicates climatological 20°C isotherm in the model. Similar regression for (b) wind anomaly at 850 hPa (reference vector indicates 1 ms⁻¹) and (c) precipitation anomaly (negative shaded, contour interval is 0.5 mm/day).